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Abstract
Let X = Gr(k,V) x Gr(l,V) be the direct product of two Grass-

mann varieties of k- and [-planes in a finite-dimensional vector space
V, and let B C GL(V) be the isotropy group of a complete flag in
V. One can consider B-orbits in X in analogy with Schubert cells
in Grassmannians. We describe this set of orbits combinatorially and
construct desingularizations for the closures of these orbits, analogous
to the Bott—Samelson desingularizations for Schubert varieties.

1 Introduction

Let V be a finite-dimensional vector space. We are interested in de-
scribing pairs of subspaces in V' of fixed dimensions k£ and [ up to
a change of coordinates given by the group B C GL(V) of non-
degenerate upper-triangular matrices. So, what we describe is the
decomposition into B-orbits of the direct product of two Grassmann
varieties X = Gr(k, V) x Gr(l, V). This decomposition is analogous to
the Schubert decomposition for Grassmannians, or to the Ehresmann—
Bruhat decomposition for complete flags.

The combinatorial description of orbits in X was given (as a par-
ticular case of some very general problem) in the paper by Magyar,
Weyman and Zelevinsky [MWZ]. The description given below does
not refer to these results — in this case everything can be done using
only some elementary linear algebra. This is a generalization of the
description of orbits in the symmetric space GLgy;/(GLg X GL;), that
was obtained by Stéphane Pin in his thesis [P].



We also regard the closures of these B-orbits. They can be consid-
ered as analogues of Schubert varieties in Grassmannians. We are
interested in their singularities. The singularities of Schubert va-
rieties are well-known objects. They admit nice desingularizations,
constructed by Bott and Samelson. They are normal, rational, their
singular loci can be described explicitly. Good references on this topic
are, for instance, [B2] and [M]. So, it is natural to ask the same ques-
tions (resolutions of singularities, normality, rationality) for the case
of B-orbit closures in X. In this paper we construct desingularizations
of these varieties.

Our interest in this problem is motivated by the recent paper [BZ]
by G. Bobinski and G. Zwara, when they prove that the singularities
of orbit closures in representations of quivers of type D are equivalent
to the singularities of Schubert varieties in double Grassmannians.

The author is grateful to Michel Brion for constant attention to
this work, and to Ernest Vinberg and Dmitri Timashev for useful
remarks and comments.

2 Description of orbits

2.1 Notation

Let V be an n-dimensional vector space over a field K. The results of
Section 2 are valid over an arbitrary ground field; however, in Sections
3 and 4 we assume K be algebraically closed. Let k,I < n positive
integers. The direct product Gr(k,V) x Gr(l,V) is denoted by X.
Usually we do not make any difference between points of X and the
corresponding configurations of subspaces (U, W), where U W C V,
dimU =k, dimW = 1.

We fix a Borel subgroup B in GL(V). Let Vo, = (V4,...,V, =V)
be the complete flag in V stabilized by B.

2.2 Combinatorial description

In this section we will introduce some combinatorial objects that
parametrize pairs of subspaces up to B-action. Namely, orbits will be
parametrized by triples consisting of two Young diagrams contained
in the rectangles of size k x (n — k) and [ x (n — 1), respectively, and
an involutive permutation of S,,.



Together with constructing these data we will also construct some
“canonical” bases in subspaces U, W, and V', respectively.

Proposition 1. (i). There exist ordered bases (uy,...,ux), (wy,...,wp),
and (vi,...,vy) of U, W, and V, respectively, such that:

o Vi=(v1,...,v;) for each i € {1,...,n} (angle brackets stand for
the linear span of vectors);

o u; =v,,, where i € {1,... k}, and {a1,...,ax} C{1,...,n};

o The w; are either basic vectors of V' or vectors with two-elementary
“support”: w; = vg, or w; = v, + vs;, where y; > d;; moreover,
in the latter case vy, € U (that is, {y1,...,v} C{on,...,ox}).

o All the B;, v; and d; are distinct; moreover, all the §; are distinct
from the .

(ii). With the notation of (i), define a permutation o € S, as
the product of all the transpositions (v;,0;). Their supports do not
intersect, so this product does not depend of their order.

Then for the given pair (U, W) the subsets & = {ay,..., o1}, B =
By s Bi—r}, ¥ =471, s} of {1,...,n}, and the permutation o
are independent of the choice of bases in U, W, and V.

Proof. (i) We will prove this by induction over n.

If n = 1, there is nothing to prove.

For arbitrary n, take a nonzero vector vy € Vi, and consider the

following cases:

e vy ¢ U, vy ¢ W. Take the quotient V = V/(v;) with the flag
Vo = Vo C --- C Vj,, consider the image of our configuration,
that consists of the subspaces U = U and W = W, and apply
the induction hypothesis to this configuration. Let us choose
ordered bases {uq,...,ux}, {wy,...,w}, and {v1,...,0,_1} in
U, W, and V. Then we choose a lift 2: V — V. Now take
the pre-images of these basis vectors in V in the following way:
u; = (), w; = 1(w;), v; = 2(V;—1). We get the required triple
of bases.

e vy € U, vy ¢ W. Set uy = v; and again apply the induction
hypothesis to the quotient V' = V/(v;) with the flag V, and the
configuration (U, W). The only difference is that in this case
dimU = dimU — 1. After that we take the pre-images of the
bases of U, W, and V in V in a similar way.



e The case when vy ¢ U, v; € W, is analogous to the previous one
(we set wy = vy).

o If vy €e UNW, let us set u; = w; = vy and again apply the
induction.

e The most interesting case is the last one: v; € U+ W, but it does
not belong to any of these two subspaces. Consider then the set
of vectors S = {v | v € U,v1 +v € W}. Since v; belongs to
the sum U + W, this set is nonempty. Now let 5 be the minimal
number such that V; contains vectors from S, and v; € V; N S.
Let us set uy = vj, wi = vy +vj. Now apply the induction
hypothesis to the (n — 2)-dimensional space V = V/(v1,v;) and
to the configuration of two subspaces U, W, and the flag

Vo=Vo/Vi C - CVjui/Vi =
= Vj/{v1,v5) C Vi1 /(v1,v5) C -+ C Vo /(v1,v5).

We take the pre-images of vectors from V to V as follows:
v; = Z(’l_)i_l), ifi € [2,] — 1]; v; = Z(@Z’_Q) ifi € [_] + 1,n],

where, as above, 1 is an embedding of V into V. We have already
defined the vectors v, and v;.

(ii) Take a configuration (U, W) and assume that there exist two
triples of ordered bases ((u1,...,ug), (wy,...,w), (v1,...,v,)) and
((uy, .o wsup), (wy, .. wp), (v,...,vy)), satisfying the conditions of
(i), such that either the triples of sets (&, 3,%) and (&', 8',%'), or the
permutations o and o', corresponding to the first and the second triple
of bases, respectively, are not equal.

The set & can be described as follows. 7 € & if dimU NV, >
dimU N V;_;. This means that & = &'.

By the same argument we can prove that U5y = ' U 7.

Now let us prove that o = ¢’. This will complete the proof, since
F=1{jchuilol)=1b}

Let 7 be the minimal number from 8 U+, such that o(j) # o'(j).
Suppose that o(j) < o’(j). Two cases may occur:

a) i:=0'(j) # j. First observe that i ¢ &@. Consider the subspace

V=UnNV)+Vii1 = (05,04 | s <i—1,0; €a@UJi,j]) =

— (vl |5 <i— 1,05 € & Ui, ).



Let R and R’ denote respectively the sets {r € BUF | ro(r) €
[Li—1Ju(an(i,j])} and {r € Uy [r,o'(r) € [1,i—1]U(aN[i,j])}.
One can easily see that

dimV NW = #R = #R/.

But o(r) = o'(r) for all r € [1,j — 1], and j belongs to R and does not
belong to R’. That means that the cardinalities of these two sets are
different, that gives us the desired contradiction.

b) If 6/(j) = 4, set i = o(j), and proceed as in a). O

Let us now introduce a combinatorial construction that parametrizes
configuration types. Namely, having a configuration, we will construct
a pair of Young diagrams with some boxes distinguished.

Suppose we have a configuration (U, W) with bases (uq,...,ux),
(w1,...,w;), and (v1,...,v,), chosen as in Prop. 1, the sets &, 3, 7,
and the involution o corresponding to this configuration. Consider a
rectangle of size k x (n — k) and construct a path from its bottom-left
to upper-right corner, such that its j-th step is vertical if j belongs
to & (that is, v; is equal to some u;), and horizontal otherwise. This
path bounds (from below) the first Young diagram.

The second diagram will be contained in the rectangle of size [ x
(n—1). Again, we will construct a path bounding it. Let the j-th step
of this path be vertical if j € 5 U #, and horizontal otherwise.

If j € 4, then the o(j)-th step of this path is horizontal. This
also means that the j-th and o(j)-th steps of the path bounding the
first diagram are also vertical and horizontal, respectively. In each
diagram, take the box located above the o(j)-th step and to the left
of the j-th step, and put a dot into this box.

Let us call this pair of diagrams with dots a marked pair.
Example. Let n =9, k = 4, | = 3. Suppose that & = {3,5,6,9},
B=1{2,5}, ¥ =1{9}, 0 = (7,9). Then the corresponding marked pair
of diagrams is the following:

Remark. Note that the constructed diagrams (without dots) are the
same as the diagrams that correspond to the Schubert cells containing
the points U € Gr(k,V) and W € Gr(l,V). (The correspondence



between Schubert cells and Young diagrams is described, for example,
in [F], [M], or any other textbook on this subject).

2.3 Stabilizers and dimensions of orbits

Now let us find the stabilizer GL(V)(yw for a given configuration.

Proposition 2. With the notation of Prop. 1, the stabilizer of a
configuration (U, W) written w.r.t. basis (v1,...,v,), consists of the
upper-triangular matrices A = (a;;) € GL(n) satisfying the following
conditions:
1. ayy = Gg()o(y) for each v € 7;
2. ajq =0 for each a € @, 1 ¢ &;
8. ajz =0 for each B € B and j ¢ BUYUa(Y);
4. ay8 = ag(y) for each B € B andy €y, v < B;
5. Gjy = —ajs(y) for each j ¢ BUFUG(F) and v € 7;
6. for each y1,v2 € 7, 71 < Y2, one of the following cases occurs:
o 0(72) <alm) <y <72 then ay iy = Go(y)y = (o) =
Ao(11)o(r2) = 05
b 0-(71) < 0(72) <7 < 72 then As(y2)y1 = Qo(yr)ye = 0,
vz = Go(m)o(2)s
e o(y1) < m < o) < 2 then ao(y)y, = 0, Gygp +
Ayi0(y2) = Qo(n)o(r2)-:

Corollary 3. The stabilizer of a configuration (U, W) is a semidirect
product of a toric and a unipotent part:

GL(V)ww) = Tww) % Uww),

where T(y,wy is the subgroup in the group of diagonal matrices de-
fined by the equations 1., so that dimT(wy = n — #7, and Ugw)
is the subgroup in the group of unitriangular matrices, defined by the
equations 2.—6.

Definition. The codimension of the toric part of the stabilizer is said
to be the rank of a configuration (or its corresponding orbit):

tk (U, W) :=n — dim Ty w) = #7-



Proof of the proposition. First of all, the stabilizer By, is formed
by upper-triangular matrices, as a subgroup of B.

Next, it preserves the subspace U = (vq,,...,0q;). This means
that a transformation A € B w) maps each v, into a linear com-
bination of Va ;s SO all the elements a;,, where a € @, i ¢ @, vanish.
(Note that the zeros in A obtained in this way also form a Young
diagram corresponding to the subspace U, rotated 90° clockwise —
this proves, in particular, that the dimension of a Schubert cell in a
Grassmannian is equal to the number of boxes in the corresponding
diagram).

So, the boxes of the first Young diagram are in a one-to-one cor-
respondence with the linear equations defining By as a subgroup of
the group of upper-triangular matrices: the box located above the i-th
(horizontal) step and to the left of the j-th (vertical) step of the corre-
sponding path (denote this box by (i,7)) corresponds to the equation
Qj5 = 0.

Similarly, the stabilizer of our configuration preserves the subspace
W. This gives us a set of linear equations on the elements a;;, and
the number of them is equal to the number of boxes in the second
diagram of the corresponding marked pair. Again, we establish a one-
to-one correspondence between the boxes of this diagram and these
equations, denoting boxes as in the previous paragraph. Here they
are:

e ajg = 0 for each B € Band j ¢ FNyNo(¥), j < B. The
corresponding box is (7, 5);

® ajy = —aj,(y for cach j ¢ BUFUG(7) and vy €7, j <. The
corresponding box is (7, 7);

® Gy(y)y) T Ayy — Go(y)o(y) = 0 for each v € 5. The corresponding
box is (a(7),7);

® 4,5 = a,(,)s foreach § € B andy € 7,y < . The corresponding
box is (a(7), B);

® G5(y)o(y2) T Qo(y1)y2 = Gyio(ye) T Gy, fOr €ach 1 < 2. This
equation corresponds to the box (o(y1),72).

Bringing all these equations together completes the proof of the

proposition. O

Once we know the stabilizer of a configuration, we can calculate
its dimension (and hence the dimension of the orbit B(U, W) C X).



Analyzing the equations above, one can deduce a combinatorial inter-
pretation of dimension in terms of Young diagrams with dots.

To do this, we have to introduce one more combinatorial notion.
Suppose we have two rectangles of size k x (n — k) and [ x (n — 1),
respectively, and a path in each of these rectangles bounding a Young
diagram (so both paths are of the length n). Consider the set of
all numbers 4, such that the i-th steps in the paths bounding both
diagrams are horizontal, and take the columns in the diagrams lying
above these steps. After that let us do the same for those pairs of
steps that are “simultaneously vertical”, and take the rows to the left
of these steps.

The intersection of columns and rows we have taken also forms a
Young diagram. Let us call it a common diagram corresponding to
the given pair of diagrams.

Example. The pair of Young diagrams

has the following common diagram:

By our construction of marked pairs, dots can only be situated in
the boxes of the common diagram of a marked pair.

Corollary 4. Let (U,W) be a configuration of subspaces, and let
(Y1,Y3) be the corresponding marked pair of Young diagrams, with
dots in some bozxes of its common diagram Yeom,.

Now take the diagram Y.om. Take all its boxes with dots and con-
sider all the hooks with spikes in these bozes. Let H be the set of bozes
that belong to at least one of these hooks. Then the dimension of the
B-orbit of (U, W) equals

dim B(U, W) = #Y1 + #Yo — #Yeom + #H,
where #Y denotes the number of boxes in Y.

Remark. #H equals the total number of boxes contained in all the
hooks, not the sum of all the hooks’ lengths. That means that a box
included into two hooks must be counted once, not twice!



Proof. In the proof of Prop. 2 we deal with two systems of linear
equations on the matrix entries (a;;), that correspond to stabilizing
the subspaces U and W and consist of #Y7 and #Y> equations, re-
spectively. One can easily see that the equations corresponding to the
box (i, 7) coincide in both systems iff the box (i, j) of the common dia-
gram does not belong to any hook, and also that the system obtained
by eliminating these “double” equations is linearly independent. So,
the codimension of By in B (that is, the dimension of B(U,W))
equals #Y1 + #Yo — #Y.om + #H. O

Example. Let the common diagram for a marked pair be as follows:

| |

x| @ | % [*
*
*
@ | X | % | %
*

Then #Y,orm = 26, #H = 15 (boxes belonging to H are the non-empty
ones).

In particular, the dimension formula allows us to describe the min-
imal, or the most special, and the maximal (open) orbit. The most
special orbit is zero-dimensional and corresponds to Y1 =Y, = @. It
is the point ((v1,...,vg), (v1,...,v)) € X. Both Young diagrams cor-
responding to the most generic orbit are rectangular, of size k x (n—k)
and [ x (n—1), respectively. So, their common diagram is also a rectan-
gle of size min{k, [} x (n—max{k,[}), with dots situated on a diagonal
starting from the bottom-right corner.

EXAMPLE. For n = 8, k = 3, and | = 4, the combinatorial data
corresponding to the maximal orbit are as follows:

Y, Y, Yeom

2.4 Decomposition of X into the union of GL(V)-
orbits

GL(V)-orbits in X have a much simpler description: the GL(V')-orbit
is given only by one natural number, namely, the dimension of the



intersection of a k-plane and an [-plane. For this number (denote it
by i) we have the inequality

max{0,k + 1 —n} <i < min{k,[}.

Denote the corresponding GL(V')-orbit by X;:

X = |_| X;.

i€{max(0,k+l—n),...,min(k,l)}

For each B-orbit the dimension of the intersection of the corresponding
subspaces is equal to #(a N B). This follows from our construction of
the combinatorial data corresponding to an orbit.

3 The weak order on the set of orbits

Starting from this point, we work over an algebraically closed ground
field K.

In the previous section we described the set of B-orbits in Gr(k, V') x

Gr(l, V). There exist several partial order structures on this set. The
first, and the most natural one, is defined as follows:
Definition. Let O and O’ be two B-orbits in Gr(k, V) x Gr(l, V). We
say that O is less or equal than O’ w.r.t. the strong (or topological)
order, iff O C O'. (Saying “topological”, we speak about the Zariski
topology). Notation: O < O'.

There exists another order on this set, usually called the weak
order. Here notation and terminology is taken from [B1].

Let W be the Weyl group for GL(n), and let A be the correspond-
ing root system. Denote the simple reflections by s1,...,8,_1, and
the corresponding simple roots by a1,...,a,_1. Let P, = B U Bs;B
be the minimal parabolic subgroup in GL(V') corresponding to the
simple root «;.

We say that a; raises an orbit O to @', if O' = P,O # O. In this
case, dim @’ = dim O + 1. This notion allows us to define the weak
order.

Definition. An orbit O is said to be less or equal than O" w.r.t. the
weak order (notation: @ < '), if O’ can be obtained as the result of
several consecutive raisings of O by minimal parabolic subgroups:

O0=<0 & 3(it,...,ir): O =P, ...P,0.

10



Let us represent this relation of order by an oriented graph. Con-
sider a graph I'(X) with vertices indexed by B-orbits in X. Join O
and O" with an edge of label 7, leading to @', if P; raises O to O'.

It is clear that the connected components of I'(X) consist of the
B-orbits contained in the same GL(V)-orbit X;, and that every con-
nected component has a unique maximal element (the B-orbit that is
open in Xy ).

Our next aim will be to describe minimal elements w.r.t. the weak
order in each connected component.

3.1 Combinatorial description of minimal parabolic
subgroup action
Consider an orbit O and the corresponding combinatorial data: the
sets @, B, 4, and the involution o € S,,. Let the minimal parabolic
subgroup P; = B U Bs; B raise the orbit O to the orbit 0" # O. Now
we will describe the combinatorial data (&, 8, ¥/, o’) of O'.

Denote the transposition (i,7 + 1) € S, by 7.

The following cases may occur:

1. Suppose that
ica, i¢p, i+ld¢a, i+1ep,

or, vice versa,
i¢da, i€B, i+lca, i+1¢4.

These two variants correspond to two orbits that could be risen
to @', In this case, the new combinatorial data is given as follows:

& = aufi+ 1)\ {i}
B = B\ {ivi+1};
' yUli+1}

o = o-T.

Note that Tk O =1k O + 1, dim O = dim O + 1.

In the language of marked pairs of diagrams, this is represented
as follows. If the i-th and the i+ 1-th steps of the path bounding
the first diagram form a ravine, and the corresponding intervals
of the second diagram form a spike (or, vice versa, we have a

11



spike in the first diagram and a ravine in the second), both these
pairs of steps can be replaced by spikes bounding a marked box.
Example. Apply the minimal parabolic subgroup P» to the
orbit O C Gr(3,7) x Gr(4,7) defined by the following marked
pair:

The orbit O obtained as the result of this raising is defined by
the marked pair

2. In all the other cases & = 1;(a), B’ = 7;(B), ¥ = 7;(7), and the
permutation & is the result of the conjugation of o by 7;:

0 = T;0T;.

The ranks of these orbits are equal: tk O’ = rk O.

3.2 Minimal orbits

Lemma 5. All minimal B-orbits w.r.t. the weak order in a given
GL(V)-orbit have rank 0.

Proof. Assume the converse. Let O be a minimal orbit with a nonzero
rank, and let (&, 3,7%,0) the corresponding combinatorial data, such
that o # Id. Let p € 7, p’ = o(p). Without loss of generality we can
suppose that there is no other g € 4, such that p < ¢ < o(¢’) < p'.

Let Cy denote the set of ravines in the first diagram, situated
between p and p’ — that is, the set of indices 7, such that the i-th step
in the first diagram is horizontal, and the 7 + 1-th is vertical:

Ci=HinVi-1)n{p,...,p'}.

Similarly, let D; denote the set of spikes, — that is, the set of i, such
that the i-th step is vertical, and the i 4+ 1-st is horizontal:

Dy =Vin(H—1)n{p,...,p'}.

12



Denote the same sets for the second diagram by Cy and Ds. Note that
#C1 =#D; + 1, and #Cy = #Dy+ 1 —since p € Hy 2, p' € Vi 2.
Now take a j, such that j € (Cy \ D2) U (Cy \ Dy). Let us show
that there exists an orbit @', such that O = P;O’. We describe the
combinatorial data for this orbit.
If the permutation o contains the transposition (j, 7 + 1), then the

combinatorial data for @’ is as follows:

a = au{j}\{j+1}
g= BU{ih

7:= Y\ {j +1}

o = o-Tj.

Otherwise & = 7j(&), ' = 7;(B), ¥ = 7;(3), o' = Tj07;.
The calculation of the dimensions shows that dim @' = dim O — 1.
To complete the proof, we have to show that the set (C; \ D2) U

(Cy \ Dy) is nonempty:
#((C1\ D2) U (Cy \ D1)) > max(#(C1 \ D2),#(C2 \ D1)) >
> max(#Cl — #02 + 1, #CQ — #Cl + 1) > 1.
|

After that we can find all the minimal orbits in X4. One can easily
see that each minimal orbit has the following combinatorial data:

aup = {1,....k+1—d};
anB = {1,...,d};

Y= 9

o = Id.

The dimension of all minimal orbits in Xy equals (k — d)(l — d). In
particular, that means that they all are closed in X;. They correspond
to decompositions of the set {d+1,...,k+1—d} into two parts, &\ 3
and 3\ @, so their number is equal to (kzl_—de)_

Also note that the pair of Young diagrams that corresponds to
a minimal orbit is complementary: one can put these two diagrams
together so that they will fill a rectangle of size (k — d) x (I — d).

It is also clear that no other B-orbit corresponds to such pair of
Young diagrams. That means that all the minimal orbits are stable
under the (B x B)-action, that is, they are direct products of two
Schubert cells in two Grassmannians.

These results can be summarized as the following theorem.

13



Theorem 6. Fach X4, where d € {max(k + 1 —n,0),...,min(k,1)},

contains (k;l:fd) minimal orbits. All these orbits are closed in X4 and

have dimension (k — d)(I — d). They are direct products of Schubert
cells.

4 Desingularizations of the orbit clo-
sures

In this section we construct desingularizations for the B-orbit closures
in X. Given a minimal parabolic subgroup F; and an orbit closure O,
consider the morphism

F;: P, x B0 = PO,

(p, ) — pz.

Knop [K] and Richardson-Springer [RS] showed that the following
three cases may occur:

e Type U: P,O = O’ LUO, and F; is birational;
e Type N: P,O = O'UO, and F; is of degree 2;

e Type T: PO = O'LUOUQO", and F; is birational. In this case
dim 0" = dim O.

It turns out that in our situation the case N never occurs.

Proposition 7. Let O be a B-orbit in X and let P; be a minimal
parabolic subgroup raising this orbit. Then the map F;: P;xB0O — PO
is birational.

Proof. Choose the canonical representative € O as in Prop. 1. A
direct calculation shows that the isotropy group of z in P; equals
the isotropy group of x in B, described in Prop. 2. This implies the
birationality of F;. O

Remark. The two remaining cases correspond to the two possible
“raisings” described in the subsection 3.1: (T) corresponds to (1),
and (U) corresponds to (2). In the first case, the rank of the orbit
is increased by one, and in the second case, it does not change. So,
the weak order is compatible with the rank function: if © < @', then
rk O < rk @’. This is true in general for spherical varieties (cf., for
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instance, [B1]). Note that the strong order is not compatible with the
rank function.

Proposition 7 together with Theorem 6 allows us to construct
desingularizations for O’s similar to Bott-Samelson desingularizations
of Schubert varieties in Grassmannians.

Given an orbit O, consider a minimal orbit O,,;, that is less that
O w.r.t. the weak order. That means that there exists a sequence of
minimal parabolic subgroups (P;,,..., P; ), such that

O =P, ... P, Onin.
So, we can consider the map
F: P, xP...xP P, xPOpin — O,

F: (pivs-- . Pir, T) = Diy - - - Pir T
According to Proposition 7, it is birational. But this is not yet a
desingularization, because Opnin can be singular.
The second step of the desingularization consists in constructing a
B-equivariant desingularization for O,,;,. We have already proved in
Theorem 6 that O,,;, can be presented as the direct product

Omin = Xu) X Xv

for some Schubert varieties X,, C Gr(k,V) and X, C Gr(l,V).
For X,, and X, one can take Bott—Samelson desingularizations

Fy: Zy— Xy and Fy: Z, — X,.

(Details can be found, for instance, in [B2]). So, we get a desingular-
ization
Fy X Fy: Zy X Zy — Xu X Xy = Opin.

Having this, we can combine this map with the map F' and get the
main result of this paper:

Theorem 8. The map
F=Fo(F,xF,): P, xB...xBp xB(Z,%x2,)—0
is a desingularization of O.

Proof. We have already seen that both maps F' and F, x F}, are proper

birational morphisms. The space P, xB ... xB B, xB(Z, x Z,)
is a homogeneous B-bundle over a nonsingular variety, hence it is
nonsingular itself. O
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