
FAST DYNAMO ON THE REAL PLANE

O. KOZLOVSKI & P. VYTNOVA

Abstract. In this paper we show that the Baker map of a square, extended to the

real plane by a non-expanding map satisfying mild extra conditions does induce a

fast dynamo action on the vector fields on the plane in the sense that there exist a L1

vector field whose norm grows exponentially under the induced action. This is the

second step towards a solution of the kinematic fast dynamo problem.

1. Introduction

The present work contains the third chapter of my PhD Thesis, where the fast

dynamo theorem is proved for piecewise diffeomorphisms of the real plane R2.

Theorem 2. There exists a volume preserving piecewise diffeomorphism F : R2 → R2

such that for some vector field B0 in R2

lim
ε→0

lim
n→∞

1

n
ln ‖(exp(ε∆)F∗)

nB0‖L1
> 0.

The map F may be realised as a Poincaré map of an incompressible fluid flow filling a

compact domain in R3 (an immersed 3-dimensional manifold with a boundary).

2. Preface

The classical kinematic fast dynamo problem dates back to 1970s and concerns the

evolution of a magnetic field in a conducting fluid flow in the presence of small diffusion.

The kinematic dynamo equations read [4], [2]
∂B

∂t
= (B · ∇)v − (v · ∇)B + ε∆B

∇ · v = ∇ ·B = 0,

(1)

where v is the known velocity field of the conducting fluid filling a certain compact

domain M , tangent to the boundary ∂M ; B is the magnetic field, and ε is a parameter

corresponding to the speed of diffusion through the boundary ∂M . The case of slow

diffusion corresponds to an almost perfectly conducting fluid.

As usual, ∇ is the divergence and ∆ = ∇2 stands for the Laplacian operator.
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Problem 1 ([5],[1]). Whether or not there exist a divergence-free velocity field v

with a compact support supp v = M such that the energy E(t) = ‖B(t)‖2
L1(M) of the

magnetic field B(t) grows exponentially with time for some initial condition B(0) = B0

with suppB0 = M , and for arbitrary small diffusivity ε?

The exponential growth of the magnetic energy is equivalent to

lim
ε→0

lim
t→∞

1

t
ln

∫
Rd
|B(z, t, ε)|dz > 0 (2)

This is a Cauchy problem for a Navier-Stokes type equation. The main interest is

related to stationary velocity fields v in 2– and 3-dimensional domains M .

A scheme (a drawing) of a possible 3-dimensional flow has been suggested by my

supervisor, Dr. O. Kozlovski. The goal of my Thesis work was to complete the details

and to find an analytic argument that will verify the construction.

The provisional flow resembled a hyperbolic flow in places. This suggests the fol-

lowing approach: to choose a Poincaré section such that the Poincaré map possess a

hyperbolic set and is easy to analyse, and to prove an analogue of the inequality (2) for

the Poincaré map, replacing the flow action by the diffeomorphism action composed

with the exponent of the Laplacian. In other words, let g be the Poincaré map, and

let consider the operator

B → exp(ε∆)g∗B.

Then a discrete analogue of the inequality (2) is [1]

lim
ε→0

lim
t→∞

1

t
ln

∫
Rd

∣∣(exp(ε∆)g∗)B0(z)
∣∣dz > 0 (3)

The hyperbolic two-dimensional Poincaré map can be reduced even further by con-

sidering induced transformation on a suitably chosen unstable manifold; which would

be a one-dimensional non-invertible piecewise smooth map with a hyperbolic set. The

general theory for these maps is very well developed.

Following this course, in the second chapter of the Thesis, we study one-dimensional

case, develop an approach, and establish the following fast dynamo theorem in dimen-

sion one.

Theorem 5. Let wε be the Gaussian kernel on R with variance ε. There exist a

piecewise diffeomorphism g : R→ R and a function v : R→ R such that1

lim
ε→0

lim
n→∞

1

n
ln
∥∥(wε ∗ g∗)nv

∥∥ > 0,

1It is generally known [6] that exp(ε∆)v = wε ∗ v.
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where ∗ stands for convolution and g∗ is a transfer operator induced by g according to

(g∗φ)(x) : =
∑

y∈g−1(x)

sgn dg(y)φ(y)

The third chapter, presented here, is independent of the second chapter, apart from

one construction, one Theorem, and a Lemma, that we present here for coherence.

Small random perturbations. We construct a random dynamical system using skew-

products. Let X be a real manifold and let f : X → X be a transformation. We

consider its extension

f̂ : X × Rn → X f̂(x, ξ)
def
= f(x) + ξ(1). (4)

Let Σ ⊂ `∞(Rn) be a shift-invariant subset of two-sided bounded sequences of vectors

in Rn. We introduce a skew product over the Bernoulli shift

σ × f̂ : Σ×X → Σ×X (σ × f̂)(ξ, z)
def
= (σ(ξ), f̂(z, ξ(1))). (5)

The induced transformation on fibers we denote by

fξ : X → X, fξ(z)
def
= f̂(z, ξ(1)). (6)

Its iterations are given by

fkξ (z)
def
= f̂(fk−1

ξ (z), ξ(k)). (7)

Definition 1. We call the map fξ a random perturbation of the map f associated to

the sequence ξ∈Σ.

Canonical partitions. If the map f is Markov, its perturbation, depending on the se-

quence ξ may or may not be Markov. To study the latter case, we introduce the

notion of a canonical partition associated to a sequence ξ, a substitute for the Markov

partition.

We are particularly interested in the following class of maps. Let s2 ≤ 2 ≤ s1, be

two real numbers such that log s1
s2

= κ � 1. Let m � 1 be a large integer and let

δ = 2−mα be a small real number with 15
16
≤ α < 1. Consider a map f : R → R given

by

f(x) =


s1x+ s1 − 1, if − 1 < x < 2

s1
− 1;

s2x+ 1− s2, if 2
s1
− 1 < x < 1;

−x, otherwise.

(8)
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and define its extension f̂ : R2 → R by f̂(x, y) = f(x) + y. We associate a small

perturbation fξ to any sequence ξ ∈ `∞(R) and ‖ξ‖∞ ≤ δ.

It may seem at first sight that the examples chosen are too simple since they are

linear. However, they appear to be sufficiently complicated to analyse and the same

approach will work for non-trivial perturbations, since most estimates are based on

distortion estimates and the distortion is easy to control for perturbations of hyperbolic

maps.

Definition 2. Let I ⊂ [−1, 1] be an interval of continuity of the map fnξ . We call a

branch fnξ (I) of the map fnξ main, if for any 0 < k < n we have that fkξ (I) ⊂ [−1, 1].

Theorem 1. For any sequence ξ ∈ `∞(R) with ‖ξ‖∞ ≤ δ there exist a partition

Ω =
⊔
j∈Z Ωj of R such that

(1) The interval [−1, 1] contains at least 2m−1 and at most 2m intervals of the

partition, and {±1} are the end points of some intervals of the partition.

(2) The length of intervals Ωj is bounded away from zero and from infinity

1

msm1
≤ |Ωj| ≤ 2

( 1

sm1
+

1

sm2

)
.

(3) Any interval I ⊂ R of the length |I| = δ contains not more than Nδ = 2m+1δlogs1 2

intervals of the partition.

(4) Any interval of the partition Ωj ⊂ R \ [−1−mδ; 1 +mδ] has length |Ωj| = 2−m.

(5) Any main branch belongs to a single element of Ω and any element of Ω contains

not more than 2 main branches.

We call the partition Ω a canonical partition for the map fmξ associated to the pertur-

bation ξ.

Lemma 2.1. We call a main branch fkξ (I) of the map fkξ long, if
∣∣fkξ (I)∩ [−1, 1]

∣∣ > 2
s2
.

The map fkξ for any 1 ≤ k ≤ mα logs1 2 has exactly 2k long branches.

3. Notation

The following notations will be used throughout.

We denote the unit square in the plane R2 by �
def
= [−1, 1]2.

The Jacobian of a function F we denote by dF , and by |dF | we denote its deter-

minant. For a function of two variables, by ∂x we denote the derivative in the first

variable and by ∂y we denote its derivative in the second variable. Similarly, for any

point z ∈ R2 we denote by zx and zy its first and second coordinates.
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The indicator function of a set X we denote by χX . In particular, χ� is the indicator

function of the square [−1, 1]2. Given a subset X ⊂ R2 and a partition Ω = {Ωij}(i,j)∈Z2

of the plane R2 we abuse notations and write (i, j) ∈ X for Ωij ⊂ X. We denote by πx

and πy the natural orthogonal projections

πx : R2 → R πx(zx, zy) = zx, (9)

πy : R2 → R πy(zx, zy) = zy. (10)

The length of a vector v we denote by |v| and the n-dimensional Lebesgue measure of

a subset A ∈ Rn we denote by |A|. For any sequence of vectors ξ ∈ `∞(R2) we denote

by ξx ∈ `∞(R) and ξy ∈ `∞(R) two sequences of x- and y-coordinates of elements of ξ,

respectively. We denote by Σδ the subset of sequences with ‖ξ‖∞ ≤ δ.

The two dimensional Gaussian kernel wδ is specified by

wδ(x, y)
def
=

1

2πδ2
e−

x2+y2

2δ2 . (11)

The Weierstrass transform is a convolution operator with the Gaussian kernel. For

any absolutely integrable function f it is given by

Wδf(z)
def
= wδ ∗ f(z) =

∫
R2

wδ(z − t)f(t)dt. (12)

For a vector field v = (vx, vy) with absolutely Lebesgue-integrable components vx and vy

the Weierstrass transform is defined by Wδv = (wδ ∗ vx, wδ ∗ vy).
The space of essentially bounded vector field in R2 with absolutely integrable coor-

dinates we denote by X.

The supremum norm of a matrix A is supremum of absolute values of its elements, we

denote it by ‖A‖∞
def
= supij |Aij|. The matrices we are dealing with will be bi-infinite.

The following letters are reserved for real constants: M , M1, µ1, µ2, α, γ1,2,3,4 > 0.

Suitable intervals of values will be specified later.

4. The dynamical system

Here we introduce the dynamical system we will be studying. It consists of the phase

space X; the norm, which is the maximum of weighted L1 and L∞ norms; and the trans-

formation of the phase space, which is an action, induced by a piecewise diffeomorphism

of R2. To define the piecewise diffeomorphism we use a tower construction.

4.1. Action on vector fields.
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A tower of M floors. Let M > 1 be a large natural number; and let 0 < µ1 < 0.1,

0 < µ2 � 1 be two small real numbers.

Let F0 be the Baker’s map on the unit square

F0(zx, zy)
def
=


(

1
2
(zx − 1); 2zy + 1

)
, if zy < 0;(

1
2
(zx + 1); 2zy − 1

)
, if zy > 0.

Consider M − 1 maps F1, . . . , FM−1 : R2 \�→ R2 \� with the following properties

(1) each Fk is a smooth map;

(2) each Fk is area-preserving: |dFk| = 1;

(3) the Euclidean norm of the differential is uniformly bounded ‖dFk‖ ≤ 1 + µ1;

(4) the Hessian is small ‖d2Fk‖ ≤ µ2.

(5) all Fk are polynomials, most are linear, some are not; the product of degrees

of all of them is bounded by a small number d, which is independent of M . In

particular, d
2
M ≤ 2

1
500 . This condition holds true, for example if Fk ≡ Fj, for all

1 ≤ k ≤ j ≤M − 1. We use this a strict assumption only to claim that for any

point z ∈ R2 #{π−1
x (F1 ◦ . . . ◦ FM(z))} ≤ d and #{π−1

y (F1 ◦ . . . ◦ FM(z))} ≤ d.

This bound is required in Proposition 6.2 only.

We build a tower X ⊂ R3 defined by

X
def
=
(
R2 × {0}

)⋃(
(R2 \�)× {1, 2, . . . ,M − 1}

)
with coordinates (z, n), where z = (zx, zy) ∈ R2 and n ∈ {0, 1, . . . ,M − 1}. We will

abuse notations and identify �× {0} ⊂ X with �.

The choice of piecewise diffeomorphism. We are ready to introduce a map F : X → X

defined by

F (z, n)
def
=

(F0(z), 0), if n = 0 and z ∈ �;

(Fn+1(z), (n+ 1)mod (M − 1)), otherwise.
(13)

Consider an extension F̂ : X × R2 → X

F̂ ((z, n), w)
def
=


(F0(z) + w, 0), if n = 0 and z ∈ �;

(FM−1(z) + w, 0), if n = M − 1;

(Fn+1(z), (n+ 1)), otherwise.

(14)

Given a sequence ξ ∈ Σ ⊂ `∞(R2), we define a small random perturbation Fξ of the

map F , as described in Subsection 2. Then the zero floor R2 × {0} is invariant with
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respect to FM
ξ and we may consider the M ’th iteration as a map FM

ξ : R2 → R2. We

denote by F0 : X → X the map corresponding to the zero sequence ξ ≡ 0.

Remark 1. The inverse map F−1
ξk

is given by

F−1
ξk

(z, n) =


(F−1

0 (z − ξk), 0), if z ∈ � + ξk and n = 0;

(F−1
M−1(z − ξk),M − 1), if z 6∈ � + ξk and n = 0;

(F−1
n (z), n− 1), otherwise.

i (15)

Also observe that the inverse Baker’s map is given by

F−1
0 (z − ξk) =


(
2zx + 1− 2ξkx; 1

2
(zy − 1)− 1

2
ξky
)
, if zx < ξkx, and z ∈ (� + ξk);(

2zx − 1− 2ξkx; 1
2
(zy + 1)− 1

2
ξky
)
, if zx > ξkx, and z ∈ (� + ξk).

(16)

Let m0 � 1 be a large natural number. We set m = 4Mm0 and choose a small real

number δ = 2−mα with 15
16
< α ≤ 1. The subset of sequences in `∞(R2) with ‖ξ‖∞ ≤ δ

we denote by Σδ. Given a sequence ξ ∈ Σδ we may define a map

Pξ : R2 → R2 Pξ(z)
def
= Fm

ξ (z, 0). (17)

The map Pξ defines induced action on the space X according to

(Pξ∗v)(z)
def
= dPξ(P

−1
ξ z)v(P−1

ξ z). (18)

The number of iterations m remains fixed throught the manuscript. We assume it

to be sufficiently large so that all inequalities hold true.

4.2. The choice of the norm in X. In this Subsection we introduce a norm in the

space of vector fields in R2. We also give a general definition of a cone in X.

Given a partition Ω of R2, we define an associated weighted (Ω,L1)-norm of a vector

field v on the plane by

‖v‖Ω,L1

def
=
∑
ij

2−m

|πy(Ωij)|

∫
Ωij

|v|.

Observe that ‖v‖Ω,L1 is finite if the ordinary L1-norm is finite and the size of elements

of partition is bounded away from zero:

‖v‖Ω,L1 =
∑
ij

2−m

|πy(Ωij)|

∫
Ωij

|v| ≤ 2−m

inf |πy(Ωij)|

∫
R2

|v| = 2−m

inf |πy(Ωij)|
‖v‖L1 .

The supremum norm of a vector field v we denote by ‖v‖∞
def
= sup |v|. We denote by X

the space of vector fields on the real plane with finite L1 and supremum norms.
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Definition 3 (Norm). We introduce a new norm in X, associated to the partition Ω,

combining the two:

‖v‖Ω
def
= max

(
‖v‖Ω,L1 , 2

−m/4 sup |v|
)
. (19)

The subspace of piecewise constant vector fields associated to the partition Ω we

denote XΩ. We reserve Greek letters for piecewise constant vector fields. We shall call

the basis {
χsΩij

def
=

1

|πx(Ωij)|
( 1

0 )χΩij ;χ
u
Ωij

def
=

1

|πx(Ωij)|
( 0

1 )χΩij

}
i,j∈Z

.

the canonical basis of the subspace XΩ.

Whenever we are dealing with several partitions Ω1, Ω2, and Ω3, say, we omit Ω in

the norm index and write ‖ · ‖1, ‖ · ‖2, and ‖ · ‖3, respectively.

We have for the norm of a piecewise constant vector field ν =
∑
ij

νijs χ
s
Ωij

+ νiju χ
u
Ωij

:

‖ν‖Ω ≥ max
(

2−m
∑
ij

|νij|, 2−m/4

sup |πx(Ωij)|
sup |νij|

)
,

in particular,

‖ν‖Ω = 1 =⇒
∑
|νij| < 2m and sup |νij| ≤ 2−

3
4
m. (20)

Invariant cones. By analogy with one-dimensional part, cones of a special form in the

spaces X and XΩ play an important role. We reserve notation for a cone of radius r

with main axis χ� in the subspace of piecewise constant vector fields associated to the

partitions Ω1 and Ω2:

Cone
(
r,Ω1

) def
=
{
η = d( 0

1 )χ� + ϕ | ϕ ∈ XΩ1 , ‖ϕ‖1 ≤ dr,
∑
�

ϕiju = 0
}
. (21)

We extend the cone Cone (r,Ω1) to include general functions from the main space:

Ĉone
(
r, ε,Ω1

) def
=
{
f = η + v | η ∈ Cone

(
r,Ω1

)
, ‖v‖1 ≤ ε‖η‖1

}
. (22)

4.3. The canonical partition. In this subsection we introduce the notion of canonical

partition of R2 associated to a sequence of perturbations ξ ∈ `∞(R2) as a direct product

of a pair of canonical partitions of R and list the main properties.

Definition 4. The k’th escaping set for k ∈ Z is defined by

Ek
def
=
{
z ∈ � ⊂ X |

k∏
j=0

χ�(F j
ξ (z)) = 0

}
. (23)

Obviously, Ek ⊂ Ek+1, if k > 0; and Ek+1 ⊂ Ek if k < 0.
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Lemma 4.1. Let ξ ∈ Σδ ⊂ `∞(R2) be a sequence of small vectors in the plane. Define

a sequence ς(ξ) of the length m by ς1 = −2ξ2m, ς2 = −2ξ−2m−1, . . ., ςm = −2ξm+1.

Let pςx and pξy be two random perturbations of the doubling map p defined by (8) with

s1 = s2 = 2. Then the following diagrams are commutative.

� \ E−m
P−1
σmξ−−−→ R2yπx yπx

R
pmςx−−−→ R

� \ Em
Pξ−−−→ R2yπy yπy

R
pmξy−−−→ R

Proof. Straightforward from definition. The Baker’s map preserves the horizontal and

vertical foliations, so the second diagram is trivial. For the first diagram, recall that

by definition (Subsection 4.1) P−1
ξ = (Fm

ξ )−1 = F−1
ξ1 F

−1
ξ2 . . . F−1

ξm . Using (16) and (15),

we conclude that the corresponding sequence ς for the doubling map associated to P−1
ξ

is as defined in supposition of the Lemma. �

We associate a chain Υ1,Υ2, . . . of partitions of R2 to a sequence ξ ∈ Σδ.

The first element Υ1 is defined as follows. Let Υs =
{

Υs
i =

[
i

2m
; i+1

2m

]}
, i ∈ Z, be a

partition of R into equal intervals and let Υu = {Υu
j }j∈Z be the canonical partition of

the map pmξy . Then

Υ1 = {Υij}, Υij = Υs
i ×Υu

j .

To define partition Υk, consider a sequence

ς1 = −2ξ2km, ς2 = −2ξ2km−1, . . . , ςm = −2ξ(2k−1)m.

Let Υs be the canonical partition for the perturbation pmςx of the doubling map, and let

Υu be the canonical partition of the perturbation pm
σ2mkξy

of the doubling map. Then

Υk is given by

Υk = {Υij}, Υij = Υs
i ×Υu

j .

Definition 5. We say that a partition Υ of the plane R2 is a partition of the class

G(m, δ), if there exists a sequence ξ ∈ Σδ such that Υ = Υk for some partition Υk from

the chain of partitions associated to ξ.

Definition 6. A rectangle
(
zx− lx

2
, zx+ lx

2

)
×
(
zy− ly

2
, zy+ ly

2

)
with centre at z and sides

lx and ly we denote by Recz(lx, ly). Whenever location of the centre of the rectangle is

of no importance, we omit z and write Rec(lx, ly).

Lemma 4.2. Any partition Υ of the class G(m, δ) has the following properties
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(1) The unit square � contains at most 4m and at least 4m−1 elements of the par-

tition.

(2) For any element Υij of the partition Υ we have two rectangles

Rec
(2−m

m
,
2−m

m

)
⊆ Υij ⊆ Rec

(
21−m, 21−m).

(3) Any square with a side δ may be covered by at most Nδ = 4m(1−α)+1 elements

of the partition.

Proof. Follows from the properties of the canonical partition for perturbation ξ of the

doubling map. �

5. Fast dynamo theorem in dimension two

In this we show that the main result, the fast dynamo theorem for the Poincaré map

of the provisional fluid flow, follows from Noise Lemma 5.1, that we prove immediately,

and Theorem 4, which is proved in the Section 7 after the preparatory Section 6.

Consider a map T : R2 → R2 given by T (z)
def
= FM(z, 0), where the map F is defined

by (13). Our goal is to show that for the vector field v = ( 0
1 )W δ

2m
χ�

lim
δ→0

lim
n→∞

1

n
ln ‖(WδT∗)

nv‖ > 0. (24)

The argument is based on two ideas. The first idea is the Noise Lemma, which suggests

to replace the operator (WδF∗)
2m with operator W δ

2m
F 2m
t∗ W δ

2m
= W δ

2m
P 2
t∗W δ

2m
for large,

suitably chosen m � 1 and a sequence t ∈ `∞(R2). The second idea is to construct

explicitly an invariant cone for the operator W δ
2m
P 2
t∗W δ

2m
, independent of the choice

of t.

The proof of the existence of an invariant cone requires a new approach to operators

P 2
t∗, which is developed in Section 6. The existence of an invariant cone is established

in Section 7 in the following

Theorem 4. Let Ω be a partition of R2 of the class G(m, δ); and let ‖ξ‖∞ ≤ δ be a

sequence of real numbers. There exists r1(m)� r2(m) and ε1(m)� ε2(m) such that

W δ
2m
P 2
ξ∗W δ

2m
: Cone (r1, ε1,Ω)→ Cone (r2, ε2,Ω) ( Cone (r1, ε1,Ω) .∥∥W δ

2m
P 2
ξ∗W δ

2m
|Cone(r1,ε1,Ω)

∥∥ ≥ 2m−5

(See p. 8 for definition of a cone in the space of vector fields).

In this Section we denote the n-dimensional Lebesgue measure on Rn by λn.
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Lemma 5.1 (Noise Lemma). In the notations introduced above, for any vector field v

on the tower X and for any n > 0 we have

(WδF∗)
nv(z, k) =

∫
R2(n−1)

wδ(t1)wδ(t2) . . . wδ(tn−1)(WδF
n
0t∗v)(z, k)dλn−1(t̄), (25)

where 0t = (0, t1, t2, . . . , tn−1) ∈ R2n.

Proof. Observe that for any t ∈ R2

Ft∗v(z, k) = dFt(F
−1
t (z, k)) · v(F−1

t (z, k)) = dF (F−1(z − t, k)) · v(F−1(z − t, k)).

By straightforward calculation,

(WδF∗)
nv(z, k) = (WδF∗)

n−1WδF∗v(z, k) = (WδF∗)
n−1

∫
R2

wδ(t)(F∗v)(z − t, k)dλ1(t̄) =

= (WδF∗)
n−1

∫
R2

wδ(t1)(Ft1∗v)(z, k)dλ1(t̄) = . . . =

= Wδ

∫
R2(n−1)

wδ(t1) . . . wδ(tn−1)(F∗Ft1∗ . . . Ftn−1∗v)(z, k)dλn−1(t̄) =

=

∫
R2(n−1)

wδ(t1) . . . wδ(tn−1)(WδF
n
0t∗v)(z, k)dλn−1(t̄).

�

To any sequence of vectors t ∈ `∞(R2) we associate a sequence t̂ ∈ `∞(R2) defined

by

t̂j : =

tk, if j = Mk;

0, otherwise.
(26)

Then for any t ∈ R2 we have Tt(z) = T (z)+ t = FM(z, 0)+ t = FM
t̂

(z, 0). In particular

for m = m0M we have Tm0
t (z) = Fm

t̂
(z, 0); and for any vector field v on R2 we have

Tm0
t∗ v(z) = (Fm

t̂∗ v)(z, 0).

The following Lemma is a corollary of the previous one.

Lemma 5.2. In the notations introduced above, for any vector field v on the plane R2

and for any n > 1

W δ
2m
T∗(W δ

m
T∗)

n−1v(z) =

∫
R2(n−1)

w δ
m

(t1)w δ
m

(t2) . . . w δ
m

(tn−1)(W δ
2m
FMn
t̂∗ v)(z)dλn(t̄);

(27)

We choose three constants α = 15
16

, γ3 = 1 − α + 0.001, γ4 = 1
4
− γ1 − 0.001, and

four cone parameters r1 = 22mδ2

4m4Nδ
, r2 = 2−m

1−α
4 = 2−

mα
64 , ε1 = 2−m

1−α
2 = 2−

mα
32 , and

ε2 = 2−2m 1−α
2 = 2−

mα
16 such that Theorem 4 holds true (see the proof in the end of

Section 7 for details).
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Remark 2. One can check by straighforward calculation that for any real number δ

and for any function f : R2 → R2 we have WδWδf = 2W√2δf .

Lemma 5.3. Let m = Mn
2
� 1 be a large number and let Ω be a partition of the

class G(m, δ). Then for any f ∈ Ĉone (r1(m), ε1(m),Ω)∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
T 2n
t∗ W δ

2m
v)dλ4n−2(t̄) ∈ Ĉone (r′2, ε

′
2,Ω) ; (28)

where r′2 = r′2(m) = (1 + 3e−M)r2(m) and ε′2 = ε′2(m) = (1 + 3e−M)ε2(m).

Proof. Observe that∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
T nt∗W δ

2m
v)dλ4n−2(t̄) =

=

∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
F 2m
t̂∗ W δ

2m
v)dλ4n−2(t̄) =

=

∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t̄). (29)

By Theorem 4 we know that W δ
2m
P 2
t∗W δ

2m
v = d( 0

1 )χ� + ψt + gt for any t ∈ [−δ, δ]2m,

where ψt ∈ XΩ, ‖ψt‖Ω ≤ dr2 and ‖gt‖Ω ≤ dε2. Observe that Ω is independent on t.

Therefore, for m large enough∫
[−δ,δ]2(2n−1)

w δ
m

(t1) . . . w δ
m

(t2n−1)χ�(z)dλ4n−2(t) = χ�(z)
(∫

�δ

w δ
m

(t)dt
)2n−1

≥

≥ χ�(z)
(
1− e−m

)2n−1 ≥ (1− 2(2n− 1)e−m)χ�(z). (30)

Since ψt ∈ XΩ for any ‖t̄‖∞ < δ,∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)ψtλ4n−2(t) ∈ XΩ.

and we calculate Ω-norm.∥∥∥∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)ψtdλ4n−2(t)
∥∥∥

Ω
≤

≤
∑
ij

2−m

|πx(Ωij)|

∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)
(∫

Ωij

|ψt(z)|dz
)

dλ4n−2(t) ≤

≤ sup
t
‖ψt‖Ω ≤ dr1.

Similarly, ∥∥∥∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)gtdλ4n−2(t)
∥∥∥

Ω
≤ dε2
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Observe that∫
�

◦
UU

∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)ψt(z)dλ4n−2(t)dz =

=

∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)dλ4n−2(t) ·
∫
�

(
◦
UUψt)(z)dz = 0

Summing up, for any partition Ω of the class G(m, δ) and for any vector field v on the

plane R2 from the cone Ĉone (r1(m), ε1(m),Ω)∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
T 2n
t∗ W δ

2m
v)dλ4n−2(t) ∈ Ĉone (r′2(m), ε′2(m),Ω) .

�

Lemma 5.4. Let m = Mn � 1 be a large number. Let Ω be a partition of the

class G(m). Then in the notations introduced above,

(W δ
2m
T∗)(W δ

m
T∗)

2n−1W δ
2m

: Ĉone (r1(m), ε1(m),Ω)→ Ĉone (r2(m), ε2(m),Ω) ;∥∥(W δ
2m
T∗)(W δ

m
T∗)

2n−1W δ
2m
|
Ĉone(r1(m),ε1(m),Ω)

∥∥ ≥ 22m−2

Proof. By Lemma 5.2, taking into account m = Mn
2

and definition of T , for any vector

field v ∈ Cone (r1, ε1,Ω) we may write

(W δ
2m
T∗)(W δ

m
T∗)

2n−1W δ
2m
v =

∫
R2(2n−1)

w δ
m

(t1) . . . w δ
m

(tn−1)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t) =

=
(∫

R4n−2)\[−δ,δ]4n−2

+

∫
[−δ,δ]4n−2)

) n−1∏
j=1

w δ
m

(tj)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t). (31)

By Lemma 5.3 we know that∫
[−δ,δ]4n−2

w δ
m

(t1) . . . w δ
m

(t2n−1)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t) ∈ Ĉone (r′2, ε

′
2,Ω) .

We estimate the first term∥∥∥∫
R4n−2\[−δ,δ]4n−2

n−1∏
j=1

w δ
m

(tj)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t)

∥∥∥
Ω
≤

≤
∑
ij

2−m

|πx(Ωij)|

∫
R4n−2\[−δ,δ]4n−2

n−1∏
j=1

w δ
m

(tj)

∫
Ωij

∣∣∣W δ
2m
P 2
t̂∗W δ

2m
v(z)

∣∣∣dzdλ4n−2(t) ≤

≤ sup
t
‖W δ

2m
P 2
t̂∗W δ

2m
v‖Ω

∫
R4n−2)\[−δ,δ]4n−2

n−1∏
j=1

w δ
m

(tj)dλ4n−2(t).
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We have an upper bound for the integral:∫
R4n−2\[−δ,δ]4n−2

n−1∏
j=1

w δ
m

(tj)dλ4n−2(t) ≤ (2n− 1)e−m
2

.

We substitute this bound to the estimate for the norm above and use Lemma 7.3:∥∥∥∫
R4n−2\[−δ,δ]4n−2

n−1∏
j=1

w δ
m

(tj)(W δ
2m
P 2
t̂∗W δ

2m
v)dλ4n−2(t)

∥∥∥
Ω
≤

≤ (2n− 1)e−m
2

sup
t
‖W δ

2m
P 2
t̂∗W δ

2m
v‖Ω ≤ (2n− 1)e−m

2
(
m22−2mNδ

δ2

)2

‖P 2
t̂∗v‖Ω ≤

≤ 4(2n− 1)m4e−m
2 2−m

inf |πx(Ωij)|
‖P 2

t̂∗v‖L1 ≤ 4(2n− 1)m4e−m
2 2−m

inf |πx(Ωij)|
22m‖v‖L1 ≤

≤ 4(2n− 1)m4e−m
2 sup |πx(Ωij)|

inf |πx(Ωij)|
22m‖v‖Ω ≤ 4(2n− 1)m522me−m

2 � ε2(m)‖v‖Ω.

(32)

�

The following fast dynamo theorem is the main result of the present work.

Theorem 2. There exists a vector field v on R2 such that

lim
δ→0

lim
n→∞

1

n
log
∥∥(WδT∗)

nv
∥∥ > 0

Proof. One can check by straightforward calculation that for any number ε and any

vector field v we have WεWεv = 4W√2εv. Therefore we may choose v = W δ
2m
χ� and

Theorem follows from Lemma 5.4. �

6. Matrix, approximating the operator P 2
η∗.

In this Section we assume that a sequence of vectors η ∈ `∞(R2) is fixed and we study

the associated operator P 2
η∗ on vector fields on R2, defined by (18), where the map Pη

is given by (17). Our goal is to show that for any sequence η there exist a pair of

subspaces XΩ1 ,XΩ2 ⊂ X and a linear operator A(η) : XΩ1 → XΩ2 with a simple matrix,

approximating P 2
η∗ |XΩ1 well enough. Given the operator A(η), we construct a pair of

cones C1 ⊂ XΩ1 and C2 ⊂ XΩ2 such that A(C1) ⊂ C2; C2 � C1 and ‖A‖ |C1≥ 2m−1.

We begin with the choice of the operator A.

Let Υ be a chain of partitions associated to the sequence η ∈Σδ= {ξ ∈ `∞(R2) | ‖ξ‖∞ ≤ δ}.
Let Ω1 = Υk and Ω2 = Υk+1 be two consecutive partitions from the chain Υ. We in-

troduce two subspaces XΩ1 and XΩ2 of piecewise-constant vector fields in X, associated

— 14 —
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to the partitions Ω1 and Ω2, respectively. The subspace XΩ1 has the (canonical) basis

χsΩ1
ij

def
=

1

|πx(Ω1
ij)|

( 1
0 )χΩ1

ij
, χuΩ1

ij

def
=

1

|πx(Ω1
ij)|

( 0
1 )χΩ1

ij
;

and the (canonical) basis of the subspace XΩ2 is

χsΩ2
ij

def
=

1

|πx(Ω2
ij)|

( 1
0 )χΩ2

ij
, χuΩ2

ij

def
=

1

|πx(Ω2
ij)|

( 0
1 )χΩ2

ij
;

both bases have Z2 elements.

Let ξ
def
= σ2m(k−1)η (see definition of the chain Υ in Subsection 4.3, p. 8). We would

like to approximate the operator P 2
ξ∗ : X→X by a linear operator A : XΩ1 → XΩ2 chosen

so that the averages along the elements of partition Ω2 are equal for any field ν ∈ XΩ1 :∫
Ω2
kl

Aν =

∫
Ω2
kl

P 2
ξ∗ν. (33)

We write down the action of the operator A on XΩ1 in matrix form

A
(
νijs χ

s
Ω1
ij

+νiju χ
u
Ω1
ij

)
=
∑
kl

νijs
(
SSklijχ

s
Ω2
kl

+SUkl
ij χ

u
Ω2
kl

)
+νiju

(
USklijχ

s
Ω2
kl

+UUkl
ij χ

u
Ω2
kl

)
, (34)

where the four matrices SS, SU , US, and UU are specified as follows, so that (33)

holds true (see Lemma 6.14 on p. 35 for details).

SSklij
def
=

1

|πx(Ω1
ij)| · |πy(Ω2

kl)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂x(P
2
ξ )x(z)dz; (35)

SUkl
ij

def
=

1

|πx(Ω1
ij)| · |πy(Ω2

kl)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂x(P
2
ξ )y(z)dz; (36)

USklij
def
=

1

|πx(Ω1
ij)| · |πy(Ω2

kl)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂y(P
2
ξ )x(z)dz; (37)

UUkl
ij

def
=

1

|πx(Ω1
ij)| · |πy(Ω2

kl)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂y(P
2
ξ )y(z)dz. (38)

We observe that

SS : 〈χsΩ1
ij
〉 → 〈χsΩ2

ij
〉; SU : 〈χsΩ1

ij
〉 → 〈χuΩ2

ij
〉; US : 〈χuΩ1

ij
〉 → 〈χsΩ2

ij
〉; UU : 〈χuΩ1

ij
〉 → 〈χuΩ2

ij
〉.

The matrix UU is the most important as it is responsible for the largest eigenvalue

of the operator A. We will study it in a great detail in the next Subsection.

Lemma 6.1. The map P 2
0 , corresponding to the zero sequence ξ ≡ 0, gives the following

matrix elements for any quartet (i, j, k, l) ∈ � × � : UUkl
ij ≡ 1; SSklij ≡ 2−4m;

SUkl
ij ≡ 0; USklij ≡ 0.
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Proof. Each partition of the chain, associated to the zero sequence, is a partition of

the unit square � into 22m+2 equal squares with side length 2−m. Therefore we have

that Ω1
ij =

[
i

2m
, i+1

2m

]
×
[
j

2m
, j+1

2m

]
and Ω2

kl =
[
k

2m
, k+1

2m

]
×
[
l

2m
, l+1

2m

]
.

The preimage of an element Ω2
kl ⊂ � of the partition Ω2 under P−2

0 is equal to 2m

disjoint rectangles Rec(2, 2−3m) in �. Thus |P−2
0 (Ω2

kl)∩Ω1
ij| = 2−4m. The derivative of

P 2
0 on � is given by the matrix

dP 2
0 (z) ≡

(
2−2m 0

0 22m

)
for all z ∈ �.

�

Definition 7. The matrices, corresponding to the map P 2
0 , we denote by

◦
SS,

◦
SU ,

◦
US,

and
◦
UU , respectively.

Remark 3. Immediately by definition we see that for any quartet (i, j, k, l) such that

(i, j) ∈ � and (k, l) ∈ R2 \�1+mδ or (i, j) ∈ R2 \�1+mδ and (k, l) ∈ � we have

◦
UUklij =

◦
SUklij =

◦
USklij =

◦
SSklij = 0 (39)

In addition, given ‖dFk‖ ≤ µ1, from definition of Fk p. 6, we have

max
(
‖
◦
UU‖∞, ‖

◦
SU‖∞, ‖

◦
US‖∞, ‖

◦
SS‖∞

)
≤ (1 + µ1)2m. (40)

Remark 4. The condition on the Euclidean norm ‖dFk‖ ≤ µ1 implies that there exists

a constant M1 such that for any two partitions Ω1 and Ω2 of the class G(m, δ),

sup
(i,j)

#
{

(k, l) ∈ R2 \�1+mδ | P−2
ξ (Ω2

kl) ∩ Ω1
ij 6= ∅

}
< M1 · (µ1 + 1)2m. (41)

Therefore for any pair (k, l) ⊂ R2 \ �1+mδ there exist not more than M1 · (1 + µ1)2m

pairs (i, j) ⊂ R2 \�1+mδ such that

SSklij · SUkl
ij · USklij · UUkl

ij 6= 0.

Remark 5. Recall the notations introduced in the beginning of Section 6. There exists

a constant M2, independent of m, such that for R := M2mδ(1 + µ1)2m + 1 and for any

quartet (i, j, k, l) where (i, j) ∈ � and (k, l) ∈ R2 \�R or (i, j) ∈ R2 \�R and (k, l) ∈ �

SSklij ≡ 0, SUkl
ij ≡ 0, USklij ≡ 0, UUkl

ij ≡ 0.

Definition 8. The domains of continuity of the map P 2
ξ we call (P, ξ)-domains.
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We split (P, ξ)-domains in P−2
ξ (Ω2

kl) ∩ Ω1
ij ⊂ � in “good” and “bad” parts:

(∆G)klij
def
=
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij | ∆ is a (P, ξ)-domain, and ∀n ≤ 2m : F n

ξ (∆) ⊂ �
}

;

(42)

(∆B)klij
def
=
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij | ∆ is a (P, ξ)-domain, and ∃n ≤ 2m : F n

ξ (∆) 6⊂ �
}
.

(43)

Then we may write for (i, j, k, l) ∈ �×�,

UUkl
ij = (UUG)klij + (UUB)klij , (44)

where UUG, UUB ∈ Mat(2m, 2m) are given by

(UUG)klij
def
=

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆G

∫
∆

∂y(P
2
ξ )y(z)dz; (45)

(UUB)klij
def
=

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆B

∫
∆

∂y(P
2
ξ )y(z)dz. (46)

We define three more pairs of matrices SUB + SUG = SU , USB + USG = US,

SSB + SSG= SS in a similar way.

6.1. Properties of the matrix UU . The submatrix UU : 〈χu
Ω1
ij
〉 → 〈χu

Ω2
ij
〉 corre-

sponds to a mapping between two subspaces of vector fields parallel to the expanding

direction of the Baker’s map and associated to two different partitions. It is also re-

sponsible for the norm of the operator A. Our goal is to establish the following two

facts about the matrix UU .

Proposition 6.1. The following inequalities hold true for the elements of the matrix

UUG in the canonical bases.

(1) ‖UUG‖∞ = sup |UUkl
ij | ≤ 4;

(2) #{(UUG)klij 6= 1} ≤ 24 1
2
mδ.

Proposition 6.2. There exist a constant γ1 < 0.01 such that for M and m sufficiently

large and for µ1 sufficiently small

max(‖SS‖∞, ‖US‖∞, ‖SU‖∞, ‖UU‖∞) ≤ 2γ1m.

(Recall Condition 3 on Fk: ‖dFk‖ ≤ 1 + µ1 in the Euclidean operator norm).

By definition, the matrix UUG is related to subsets of the survivor set � \ E2m. To

study the set � \ E2m, we introduce a simplified system, since the map outside of the

unit square is of no importance.
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Consider a circle S1 and a cylinder C def
= R × S1 def

= {(x, y), x ∈ R, y ∈ [−1; 1)}.
Define a map h : C → C by

h(z)
def
=


(

1
2
(zx − 1), 2zy + 1

)
, if − 1 ≤ zx ≤ 0, −1 ≤ zy ≤ 1;(

1
2
(zx + 1), 2zy − 1

)
, if 0 ≤ zx ≤ 1, −1 ≤ zy ≤ 1;

z, if |zx| > 1.

(47)

Let ĥ : C × R2 → C be an extension given by

ĥ(z, w)
def
=


(

1
2
(zx − 1) + wx, (2zy + wy)mod 2− 1

)
, if − 1 ≤ zx ≤ 0, −1 ≤ zy ≤ 1;(

1
2
(zx + 1) + wx, (2zy + wy)mod 2− 1

)
, if 0 ≤ zx ≤ 1, −1 ≤ zy ≤ 1;

(zx + wx, (zy + wy)mod 2− 1), if |zx| > 1.

(48)

Using the extension ĥ, we define a small perturbation hξ, as described in Subsection 2.

We denote the central part of the cylinder by � def
= {z ∈ C : |zx| ≤ 1}. By rectangle

in � we understand a subset Rec(lx, ly) = Ix× Iy, where Ix ⊂ [−1; 1) and Iy ⊂ S1 \{1}
are two intervals with |Ix| = lx and |Iy| = ly.

Lemma 6.2. Given a sequence ξ ∈ Σδ, with δ = 2−mα, for any 1 ≤ k ≤ mα− 3 there

exist k rectangles rk,ξ1 , . . ., rk,ξk ⊂ � such that

{
z ∈ � | ∃1 ≤ j ≤ k : hjξ(z) 6∈ �

}
⊂

k⋃
j=1

rk,ξj .

Moreover, rk,ξj ⊂ Rec(2jδ, 21−j) for all 1 ≤ j ≤ k and for any a ∈ R2 with |a| ≤ δ the

map h−1
a is continuous on the union of the rectangles

k⋃
j=1

rk,ξj .

Proof. By induction in k. Indeed, the conditions z ∈ � and hξ(z) 6∈ � are equivalent

to |πx(hξ(z))| > 1 and z ∈ �. The latter means

z ∈ rξ1
def
=

(−1;−1 + 2ξ1
x)× (−1; 0) ⊂ (−1;−1 + 2δ)× (−1; 0), if ξx < 0,

(1− 2ξ1
x; 1)× (0; 1) ⊂ (1− 2δ; 1)× (0; 1), if ξx > 0.

(49)

Thus the statement holds true for k = 1. Let us add to the induction assumption the

following inclusion which is trivial for k = 1:

k⋃
j=1

rk,ξj ⊂ (1− 2kδ; 1)× (−1; 1) ∪ (−1;−1 + 2kδ)× (−1; 1). (50)
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We may write{
z ∈ � | ∃j ≤ k + 1: hjξ(z) 6∈ �

}
⊂

⊂
{
z ∈ � | hξ(z) 6∈ �

}
∪
{
z ∈ � | ∃ 1 < j ≤ k + 1: hjξ(z) 6∈ �

}
⊂

⊂ rξ1 ∪
{
w = hξ1(z) ⊂ � | ∃1 ≤ j ≤ k : hjσ(ξ)(w) 6∈ �

}
⊂ rξ1 ∪ h−1

ξ1

( k⋃
j=1

r
k,σ(ξ)
j

)
.

Therefore we may set rk+1,ξ
1

def
= rξ1 and rk+1,ξ

j+1
def
= h−1

ξ1 (r
k,σ(ξ)
j ) ∩� for j = 1, . . . , k. Since

h−1
0 is continuous on every (r

k,σ(ξ)
j − ξ1) ∩ �, the sets rk+1,ξ

j+1 are rectangles. Using

supposition (50) we conclude

h−1
ξ1

( k⋃
j=1

rk,ξj

)
⊂ h−1

ξ1

((
(1− 2kδ, 1) ∪ (−1,−1 + 2kδ)

)
× (−1, 1)

)
⊂

⊂
(
(−1,−1 + 2k+1δ) ∪ (1− 2kδ, 1)

)
× (−1, 1), (51)

and therefore h−1
a is continuous on

k+1⋃
j=1

rk+1,ξ
j − a for any |a| ≤ δ.

Finally, one can check by straightforward calculation that for all 1 ≤ j ≤ k we have

h−1
ξ1 (r

k,σ(ξ)
j ) ⊂ Rec(2j+1δ, 21−j).

�

Corollary 1. For any sequence ξ ∈ Σδ there are 3m
4

rectangles rξ1, r
ξ
2, . . . , r

ξ
3m/4 ⊂ �

such that {
z ∈ � | ∃ 1 ≤ j ≤ 3m

4
: hjξ(z) 6∈ �

}
⊂

3m/4⋃
j=1

rξj ;

and the union
3m/4⋃
j=1

rξj ⊂ � may be covered by at most m322mδ rectangles Rec(2−5m/4, 2−3m/4).

Proof. By Lemma 6.2, there exists 3m
4

rectangles rξ1, . . . , r
ξ
3m/4 ⊂ � such that

{
z ∈ � | ∃ 1 ≤ j ≤ k : hjξ(z) 6∈ �

}
⊂

3m/4⋃
j=1

rξj ;

moreover, rξj ⊆ Rec(2jδ, 21−j). Therefore, each rξj may be covered by at most

m2
(
(25m/4 · 2jδ) · (23m/4 · 21−j) + 2m/4 · 22−j + 23m/4+j+1δ

)
≤ 22mm3δ

rectangles Rec
(

2−5m/4

m
, 2−3m/4

m

)
. Since there are 3m

4
rectangles rξ1, . . . , r

ξ
3m/4 their union

may be covered by not more than 22mm4δ rectangles Rec(2−5m/4, 2−3m/4). �
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We may identify a rectangle on the cylinder Ix × Iy ⊂ � with a rectangle on the

plane Ix × Iy ⊂ � ⊂ R2, since we agreed that Iy ⊂ S1 \ {1}.

Lemma 6.3. Under the hypothesis and in the notations of Lemma 6.2 the set
m/4⋃
j=1

r
m/4,ξ
j

may be covered by at most 22mm3δ elements of a partition of the class G(m, δ).

Proof. By definition, all elements of a partition of the class G(m, δ) are rectangles. By

the second part of Lemma 4.2, Rec(2−m

m
, 2−m

m
) ⊆ Ωij ⊂ Rec(21−m, 21−m). Therefore any

rectangle Rec(2kδ, 21−k) may be covered by at most

m2(2k+mδ · 21+m−k + 2m+2 · 2−k + 2m+k+1δ) ≤ m222m+2δ

elements of the partition. Then all m
4

rectangles may be covered by at most 22mm3δ

elements. �

We lift the map h : C → C to the plane R2 and obtain

H(z)
def
=


(

1
2
(zx − 1), 2zy + 1

)
, if z ∈ �, −1 ≤ zy ≤ 0;(

1
2
(zx + 1), 2zy − 1

)
, if z ∈ �, 0 ≤ zy ≤ 1;

z, if z 6∈ �.

(52)

Let Ĥ : R2 × R2 → R2 be an extension given by

Ĥ(z, w)
def
=


(

1
2
(zx − 1), 2zy + 1

)
+ w, if z ∈ � and − 1 ≤ zy ≤ 0;(

1
2
(zx + 1), 2zy − 1

)
+ w, if z ∈ � and 0 ≤ zy ≤ 1;

z + w, if z 6∈ �.

(53)

Given a sequence ξ ⊂ Σδ ⊂ `∞(R2) and extension Ĥ, we define a small perturbation

Hξ, as described in Subsection 2.

Remark 6. Observe that z ∈ Ek if and only if
k∏
j=1

χ�(Hj
ξ (z)) = 0; where Ek is the

k’th escaping set defined by (23), p. 8.

Remark 7. Let p be the doubling map defined by (8) with s1 = s2 = 2. Let ξ and ς be

two sequences defined as in Lemma 4.1. Then for any k > 0 the following two diagrams

are commutative.

� \ Ek
Hk
ξ−−−→ R2

πy

y πy

y
R

pξy−−−→ R

� \ E−k
H−kξ−−−→ R2

πx

y πx

y
R pςx−−−→ R
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Recall the settings, introduced in the beginning of the Section 6, p. 14. Let Υ be a

chain of partitions associated to the sequence η ∈ Σδ. Let Ω1 = Υk and Ω2 = Υk+1 be

two consecutive partitions from the chain Υ, and let ξ = σ2mkη be a shifted sequence.

Lemma 6.4. The number of elements of the partition Ω1 inside the square � possibly

escaping in the first m
4

iterations is bounded by 2
9m
4

+1δ:

#
{

Ω1
ij ⊂ � | ∃ 1 ≤ k ≤ m

4
: Hk

ξ (Ω1
ij) 6⊂ �

}
≤ 2

9m
4

+1δ.

Proof. By Lemma 6.3

#
{

Ω1
ij ⊂ � | ∃ 1 ≤ k ≤ m

4
: hkξ (Ω

1
ij) 6⊂ �

}
≤ 22m ·m3δ,

which is equivalent to

#
{

Ω1
ij ⊂ � | ∃ 1 ≤ k ≤ m

4
: πx(H

k
ξ (Ω1

ij)) 6⊂ [−1; 1]
}
≤ 22m ·m3δ.

Recall the doublin map p defined by (8) with s1 = s2 = 2. Let pkξy be a small pertur-

bation as in Lemma 2.1. Then the map pξy p
k
ξy

has exactly 2k long branches for all

k ≤ mα. Therefore we get an upper bound

#
{

Ω1
ij ⊂ � | ∀ 1 ≤ k ≤ m

4
: πx(H

k
ξ (Ω1

ij)) ⊂ [−1; 1] and

∃ 1 ≤ k ≤ m

4
: πy(H

k
ξ (Ω1

ij)) 6⊂ [−1; 1]
}
≤

≤ 2m ·#
{

Ω1
j ⊂ [−1; 1] | ∃ 1 ≤ k ≤ m

4
: pkξy(Ω

1
j) 6⊂ [−1; 1]

}
≤ 25m/4+1,

By supposition on α, we know that 22mm3δ � 25m/4. (In other words, assume that for

some Ω1
j ⊂ [−1; 1] we have pkξy(Ω

1
j) ⊂ [−1; 1] for all k < k0 and pk0

ξy
(Ω1

j) 6⊂ [−1; 1]. Then

Ω1
j is a subset of the domain of a long branch of pkξy for all k < k0; and the subset of

the domain of a main branch that may escape at the iteration k is an interval, i.e. a

connected set, of the measure at most 2−kδ, which contains at most 2m−kδ intervals of

the canonical partition of the perturbation of the doubling map pmξy .) �

Remark 8. In Lemma 6.4 above, an alternative upper bound would be 2
5m
4 ·Cδ, where

Cδ is the maximum number of intervals of the canonical partition for the doubling map

in the interval of the length δ. In our case all intervals have the length |πy(Ωij)| ≤ 21−m,

therefore 2mδ > Cδ > 2m−1δ.

Lemma 6.5. There exists at least 22m− 29m/4+2δ elements Ω1
ij⊂ � of the partition Ω1

such that Hk
ξ (Ω1

ij) ⊂ � for all 1 ≤ k ≤ m and

Rec
(

2−m/4|πx(Ω1
ij)|, 2m/4|πy(Ω1

ij)|
)

= H
m/4
ξ (Ω1

ij) ⊂ �.
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Proof. By Lemma 6.4 we know that there are at most 29m/4+2δ elements of the par-

tition Ω1 such that H
m/4
ξ (Ω1

ij) 6⊂ �. We shall show now that there are at most 25m/4

elements of Ω1 such that Hk
ξ (Ω1

ij) ⊂ � for all 1 ≤ k ≤ m
4

, and yet

H
m/4
ξ (Ω1

ij) 6⊇ Rec
(

2−m/4|πx(Ω1
ij)|, 2m/4|πy(Ω1

ij)|
)
.

If H
m/4
ξ (Ω1

ij) is connected, then H
m/4
ξ (Ω1

ij) = Rec
(

2−m/4|πx(Ω1
ij)|, 2m/4|πy(Ω1

ij)|
)

.

Thus without loss of generality we may assume that H
m/4
ξ (Ω1

ij) is not a connected set.

The latter implies Hk
ξ (Ω1

ij) ∩ {zy = 0} 6= ∅ for some 1 ≤ k ≤ m/4. Recall the doublin

map p defined by (8) with s1 = s2 = 2. Let pkξy be a small perturbation as in Lemma 2.1.

Since by supposition Hk
ξ (Ω1

ij) ⊂ � for all 1 ≤ k ≤ m
4

, we conclude that Ω1
j : = πy(Ω

1
ij)

belongs to a main branch of the map p
m/4
ξy

. We know that the map pkξy has at most

2k main branches, and if {0} ∈ pk1
ξy

(Ω1
j), then {0} 6∈ pk2

ξy
(Ω1

j) for all k1 < k2 ≤ m
4

. So

there are at most 2m/4+1 elements Ω1
j such that {0} ∈ pkξy(Ω

1
j) for some 1 ≤ k ≤ m

4
.

Thus there are at most 25m/4 elements Ω1
ij such that Hk

ξ (Ω1
ij) ∩ {y = 0} 6= ∅ for some

1 ≤ k ≤ m
4

and Hk
ξ (Ω1

ij) ⊂ � for all 1 ≤ k ≤ m
4

. �

Corollary 1. There exists at least 22m − 29m/4δ elements Ω1
ij ⊂ � of the partition Ω1

such that F k
ξ (Ωij)) ⊂ � for all 1 ≤ k ≤ m

4
and

Rec
(

2−m/4|πx(Ω1
ij)|, 2m/4|πy(Ω1

ij)|
)

= F
m/4
ξ (Ω1

ij) ⊂ �.

We need the following fact about small perturbations of the doubling map p.

Lemma 6.6. For any m
2
≤ k ≤ mα− 2 the perturbation of the doubling map pmξ with

‖ξ‖∞ has at most 2k+2 main branches such that their domains a
(m)
j satisfy |pmξy(a

(m)
j )| < 2−2m−kδ.

Proof. Let a
(m)
j = (a

(m)
j ; a

(m)
j+1) be the domain of a main branch of the map pmξ such that

|pmξ (a
(m)
j )| < 2− 2m−kδ.

We shall show that the interval a
(m)
j is not contained in a domain of a main branch

of the map pk+2
ξ .

Assume for a contradiction that for some m
2
≤ k ≤ mα − 2 there exists a main

branch a
(k+2)
i ⊃ a

(m)
j of the map pk+2

ξ . By assumption, a
(m)
j and a

(m)
j+1 are points of

discontinuity of the map pmξ . Since pk+2
ξ is continuous on a

(k+2)
j , we deduce that there

exist k1, k2 ≥ k + 2 such that pk1
ξ (a

(m)
j ) = 0 and pk2

ξ (a
(m)
j+1) = 0. Since pmξ (a

(m)
j ) is an

interval, we see that either |pmξ (a
(m)
j ) + 1| > 2m−k−1δ or |pmξ (a

(m)
j+1) − 1| > 2m−k−1δ.

Without loss of generality, assume the first. Then

pmξ (a
(m)
j ) = pm−k1

ξ (0) = pm−k1−1
ξ (−1 + ξ(k1 + 1)),
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and, therefore, |pmξ (a
(m)
j+1) + 1| ≤ 2m−k1+1δ. Thus k1 < k + 2. We deduce that the map

pk+2
ξ is not continuous on a

(m)
j . We know by Lemma 2.1, that for any 1 ≤ k ≤ mα the

map pkξ has exactly 2k main branches and the Lemma follows.

�

Lemma 6.7. There exist at least 22m − 2
3
2
m elements of the partition Ω1 in the unit

square � such that for some Ω̆1
ij ⊂ Ω1

ij we have Hn
ξ (Ω̆1

ij) ⊂ � for all 1 ≤ n ≤ m and

Hm
ξ (Ω̆1

ij) = Rec
(
2−m|πx(Ω1

ij)|, 2− 2
m
2 δ
)
.

Proof. Let η = σm/4(ξ) and let rηj , 1 ≤ j ≤ 3m
4

be rectangles covering the es-

caping set E 3m
4

of the map F
3m/4
η , defined according to Corollary 1 of Lemma 6.2.

According to Lemma 6.5 there exist at least 22m − 2
9
4
m+2δ elements of the parti-

tion Ω1 such that Hk
ξ (Ω1

ij) ⊂ � for all 1 ≤ k ≤ m
4

, and there exists a rectangle

Rec(2−m/4|πx(Ω1
ij)|, 2m/4|πy(Ω1

ij)|) = H
m/4
ξ (Ω1

ij) ⊂ �. It follows from Corollary 1 of

Lemma 6.2, that among these elements of the partition Ω1 one can find at least

22m − 2
9
4
m+2δ − 22mm4δ elements that satisfy H

m/4
ξ (Ω1

ij) ∩
(3m/4⋃
j=1

rηj ) = ∅.

The condition H
m/4
ξ (Ω1

ij) ∩
(3m/4⋃
j=1

rηj ) = ∅ implies πx(H
k
ξ (Ω1

ij)) ⊂ [−1; 1] for all

1 ≤ k ≤ m, and it follows that |πx(Hm
ξ (Ω1

ij))| = 2−m|πx(Ω1
ij)|. Therefore, Hk

ξ (Ω1
ij) 6⊂ �

for some m
4
<k ≤ m if and only if πy(H

k
ξ (Ω1

ij)) 6⊂ [−1; 1]. By construction, Ω1
j = πy(Ω

1
ij)

is an element of the canonical partition of the map pmξy . By Lemma 6.6 with k = m
2

,

there map pmξy has at most 2
m
2

+2 main branches such that |pmξy(a
(m)
j )| ≤ 2 − 2

m
2 δ. For

every Ω1
ij, such that πx(H

k
ξ (Ω1

ij)) ⊂ [−1; 1] and πy(Ω
1
ij) contains the domain a

(m)
j of

a main branch of the map pmξy with |pmξy(a
(m)
j )| ≥ 2 − 2

m
2 δ, there exists a rectangle

Ω̆1
ij

def
= πx(Ω

1
ij) × a

(m)
j ⊂ Ω1

ij with the property Hk
ξ (Ω̆1

ij) ⊂ � for all 1 ≤ k ≤ m, and,

moreover

Hm
ξ (Ω1

ij) ⊃ Hm
ξ (Ω̆1

ij) ⊃ Rec
(

2−m|πx(Ω1
ij)|, 2− 2m/2δ

)
.

Therefore, there are at least 22m − 2
9
4
m+2δ − 22mm4δ − 2

3
2
m+2 ≥ 22m − 2

3
2
m+3 elements

of the partition Ω1 such that for some Ω̆1
ij ⊂ Ω1

ij which satisfies Hk
ξ (Ω̆1

ij) ⊂ � for all

1 ≤ k ≤ m we have

Hm
ξ (Ω̆1

ij) = Rec
(
2−m|πx(Ω1

ij)|, 2− 2
m
2 δ
)
.

In other words, the map Hm
ξ has at least 22m − 2

3
2
m+3 main branches. �
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Corollary 1. There exist at least 22m − 2
3
2
m+3 elements of the partition Ω2 such that

for some Ω̆2
ij ⊂ Ω2

ij we have H−kσmξ(Ω̆
2
ij) ⊂ � for all 1 ≤ k ≤ m and

H−mξ (Ω̆2
ij) = Rec(2− 2

m
2 δ, 2−m|πy(Ω2

ij)|).

Definition 9. The rectangles Ω̆1
ij and Ω̆2

ij, constructed in Lemma 6.7 and Corollary 1 of

Lemma 6.7 we call domains of the long branches of the maps Pξ and P−1
σmξ, respectively.

Their images we call long branches.

Lemma 6.8. For any element Ω1
ij of the partition Ω1, the set Ω1

ij \ Em is a union of

(disjoint) rectangles. The number of rectangles is equal to the number of main branches

of the perturbation pmξy of the doubling map p.

Proof. We split the argument into several steps.

Claim 1. The projection πy(Ω
1
ij \ Em) is a union of domains of main branches of

the small perturbation pmξy of the doubling map. First we shall show that the image

of the projection pnξy(πy(Ω
1
ij \ Em)) ⊂ [−1; 1] for all 1 ≤ n ≤ m. Indeed, assume for a

contradiction that for some 1 < n < m we have pnξy(πy(Ω
1
ij \Em)) 6∈ [−1; 1], and n is the

smallest number with this property. Since the horizontal lines {y = const} ∩� \Em−1

are invariant under Hn
ξ , we may conclude that Hn

ξ (Ω1
ij \ Em) 6⊂ �, which is a con-

tradiction. Therefore πy(Ω
1
ij \ Em) is a subset of the domain of a main branch. Let

an interval (a, b) ⊃ πy(Ω
1
ij \ Em) be the domain of the main branch. We shall show

that Ω1
i × (a, b) ⊂ Ω1

ij \ Em. Assume that there exists z ∈ Ω1
i × (a, b) such that

Hn
ξ (z) 6∈ � for some 1 ≤ n ≤ m. Since πy(H

n
ξ (z)) = pnξy(zy) ∈ [−1; 1], we conclude

πx(H
n
ξ (z)) 6∈ (−1; 1). Observe that, the lines {x = const}∩�\Em−1 are invariant with

respect to Hn
ξ , we get Hn

ξ (zx, πy(Ω
1
ij \ Em)) 6∈ �, which is a contradiction. Therefore

(a, b) ⊂ πy(Ω
1
ij \ Em) and hence πy(Ω

1
ij \ Em) is a union of domains of main main

branches.

Claim 2. The set {y = const} ∩ (Ω1
ij \ Em) is connected. Indeed, assume that

there are three points z, u, w ∈ {y = const} ∩ (Ω1
ij \ Em) such that zx < ux < wx,

with z, w ∈ Ω1
ij \ Em and u 6∈ Ω1

ij \ Em. Then there exists 1 ≤ n ≤ m such that

Hn
ξ (u) 6∈ �, and we may assume that n is the smallest number with such property.

Then by invariance of {y = const} ∩ Ω1
ij \ En−1 with respect to Hn

ξ , we conclude that

either Hn
ξ (z) 6∈ � or Hn

ξ (w) 6∈ �, which is a contradiction.
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Claim 3. For any two points z, w ∈ Ω1
ij \ Em such that zy and wy belong to

the same domain of a main branch of pmξy , we have (zx, wy), (wx, zy) ∈ Ω1
ij \ Em. In-

deed, assume for a contradiction that (zx, wy) 6∈ Ω1
ij \ Em. Then choose the small-

est n such that Hn
ξ (zx, wy) 6∈ �. It follows that either πy(H

n
ξ (zx, wy)) 6∈ [−1; 1] or

πx(H
n
ξ (zx, wy)) 6∈ [−1; 1], or both. Without loss of generality suppose that projection

of the image πy(H
n
ξ (zx, wy) 6∈ [−1; 1]. Then due to invariance of {x = const}∩�\Em−1

we have πx(H
n
ξ (z)) 6∈ [−1; 1], which is a contradiction.

Summing up, we conclude that the set Ω1
ij \ Em is a union of rectangles and the

number of rectangles is equal to the number of main branches of the map pmξy in Ω1
j .

�

Corollary 1. In the notation of Lemma 4.1, the set Ω2
ij \E−m is a union of (disjoint)

rectangles for any element Ω2
ij of the partition Ω2. The number of rectangles is equal

to the number of main branches of the perturbation pmςx of the doubling map p.

Lemma 6.9. There exist at most 24mδ quartets (i, j, k, l) such that H−2m
ξ (Ω2

kl) ∩ Ω1
ij

has more than one (P, ξ)-domain ∆ that satisfies Hn
ξ (∆) ⊂ � for all 1 ≤ n ≤ 2m. For

any quartet (i, j, k, l) the set H−2m
ξ (Ω2

kl)∩Ω1
ij has at most four (P, ξ)-domains with this

property.

Proof. Let ∆ be a (P, ξ)-domain in H−2m
ξ (Ω2

kl) ∩ Ω1
ij such that Hn

ξ (∆) ⊂ � for all

1 ≤ n ≤ 2m. Then

#{∆ ⊂ H−2m
ξ (Ω2

kl) ∩ Ω1
ij | Hn

ξ (∆) ⊂ � for all 1 ≤ n ≤ 2m} =

= #{∆ ⊂ H−mσmξ(Ω
2
kl) ∩Hm

ξ (Ω1
ij) | Hn

ξ (∆) ⊂ � for all −m ≤ n ≤ m} =

= #
{

∆ ⊂
(
Ω2
kl \ E−m

)
∩
(
Ω1
ij \ Em

)}
.

By Lemma 6.8 and Corollary 1 of Lemma 6.8, both sets Ω2
kl\E−m and Ω1

ij\Em are unions

of rectangles, and the number of rectangles equal to the number of main branches of

the corresponding doubling maps on the associated intervals. By Theorem 1 there are

at most 2mδ intervals Ωi or Ωl that contain two main branches. Thus there are at most

24mδ quartets (i, j, k, l) such that Ωi or Ωl or both contain two main branches of the

maps pmςx and pmξy , respectively; and the Lemma follows. �

Using Lemmas 6.7 and 6.9 and Corollary 1 of Lemma 6.7, we get

Corollary 1. Let Υ be a chain of partitions associated to the sequence η ∈ Σδ. Let

Ω1 = Υk and Ω2 = Υk+1 be two consecutive partitions from the chain Υ, and let

ξ = σ2m(k−1)η be a shifted sequence. Then

— 25 —



FAST DYNAMO ON THE REAL PLANE

(1) There exist at least 22m − 2
3
2
m+3 elements Ω1

ij such that for some Ω̆1
ij ⊂ Ω1

ij we

have

Pξ(Ω̆ij) = Rec
(

2−m|πx(Ωij)|, 2− 2
m
2 δ
)

and dPξ
∣∣
Ω̆ij

=

(
2−m 0

0 2m

)
.

(2) There exist at least 22m − 2
3
2
m+3 elements Ω2

ij such that for some Ω̆2
kl ⊂ Ω2

kl we

have

P−1
ξ (Ω̆ij) = Rec

(
2− 2

m
2 δ, 2−m|πy(Ωij)|

)
and dP−1

ξ

∣∣
Ω̆ij

=

(
2m 0

0 2−m

)
.

(3) There exists at most 24mδ quartets (i, j, k, l) such that the set P−2
ξ (Ω2

kl) ∩ Ω1
ij

contains more than one (P, ξ)-domain ∆ that satisfies dy(P
2
ξ )y
∣∣
∆

= 22m.

Proof. Observe that for any 1 ≤ k ≤ 2m and for any z ∈ �\Ek we have F k
ξ (z) = Hk

ξ (z).

�

Lemma 6.10. The area of a good (P, ξ)-domain ∆ is very small. More precisely, we

have an upper bound |∆| ≤ 22−4m.

Proof. Recall the definition of good connected components (42) and observe

(∆G)klij =
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij | ∆ is a (P, ξ)-domain,∀1 ≤ n ≤ 2m : F n

ξ (∆) ⊂ �
}

=

=
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij) | ∆ is a (P, ξ)-domain,∀1 ≤ n ≤ 2m : Hn

ξ (∆) ⊂ �
}
.

We shall show that for any ∆ ∈ ∆G the area |∆| ≤ 2−2m · |πx(Ω1
ij)| · |πy(Ω2

kl)|. In-

deed, consider the image ∆′ = Pξ(∆). Since Pξ is area-preserving, |∆′| = |∆|. Since

Pξ(∆
′) ⊂ Ω2

kl, the length |πy(∆′)| ≤ 2−m · |πy(Ω2
kl)|; and P−1

σmξ(∆
′) ⊂ Ω1

ij implies

|πx(∆′)| ≤ 2−m · |πx(Ω1
ij)|. Thus

|∆| = |∆′| ≤ 2−2m|πx(Ω1
ij)| · |πy(Ω2

kl)| ≤ 22−4m. (54)

�

Corollary 1. The matrix SSG is small. More precisely,∑
�

∑
�

∣∣(SSG)klij
∣∣ ≤ 24−2m.
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Proof. By straightforward calculation, using Lemma 6.10,∑
�

∑
�

∣∣(SSG)klij
∣∣ =

∑
�

∑
�

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆G

∫
∆

∂x(P
2
ξ )x(z)dz ≤

≤
∑
�

∑
�

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆G

2−4m|∆| ≤

≤
∑
�

∑
�

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
· 4(2−2m|πx(Ω1

ij)| · |πy(Ω2
kl)|) · 2−4m ≤ 24−2m.

�

Now we are ready to prove

Proposition 6.1. The matrix UUG has the following properties

(1) ‖UUG‖∞ ≤ 4;

(2) #{(UUG)klij 6= 1} ≤ 24 1
2
mδ.

Proof. By Lemma 6.9, for any (i, j, k, l) ∈ � × � we have #(∆G)klij ≤ 4, and by

Lemma 6.10 we know |∆| ≤ 2−2m · |πx(Ω1
ij)| · |πy(Ω2

kl)|. We calculate

|(UUG)klij | ≤
∑

∆∈(∆G)klij

|∆| · |∂y(P 2
ξ )y| · |πx(Ω1

ij)|−1 · |πy(Ω2
kl)|−1 ≤

≤ 4 · (2−2m|πx(Ω1
ij)| · |πy(Ω2

kl)|) · 22m · |πx(Ω1
ij)|−1 · |πy(Ω2

kl)|−1 = 4.

To prove the second part, we recall that by Lemma 6.7 there are at least 22m−2
3
2
m+3 ele-

ments Ω1
ij such that for some Ω̆ij⊂Ω1

ij the image is a rectangle Pξ(Ω̆ij)= Rec(2−m|πx(Ωij)|), 2−2
m
2 δ)

andHn
ξ (Ω̆ij) ⊂ � for all 1 ≤ n ≤ m. Similarly by Corollary 1 of Lemma 6.7, there are at

least 22m−2
3
2
m+3 elements Ω2

kl such that for some small rectangle Ω̆kl ⊂ Ω2
kl the preim-

age P−1
ξ (Ω̆kl) = Rec(2−2

m
2 δ, 2−m|πy(Ωij)|) and H−nξ (Ω̆kl) ⊂ � for all 1 ≤ n ≤ m. Then

there are at least (22m−2
3
2
m+3−2

5
2
mδ)2 pairs Ω1

ij, Ω2
kl such that Pξ(Ω̆ij)∩P−1

ξ (Ω̆kl) 6= ∅
which correspond to (UUG)klij 6= 0. If (∆G)klij has only one element, then it is ∆ = Pξ(Ω̆ij)∩P−1

σmξ(Ω̆kl)

and |∆| = 2−2m · |πx(Ω1
ij)| · |πy(Ω2

kl)|. Therefore

(UUG)klij =
1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|

∫
∆

22m = 1.

Summing up, there are at least 24m−2
9
2
m+1δ elements (UUG)klij = 1. By Lemma 6.9 the

set (∆G)klij has more than one connected component for not more that 24mδ quartets

(i, j, k, l). Therefore at most 24mδ elements satisfy 1 < (UUG)klij ≤ 4. The other

elements are zeros. �
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Now we proceed to the supremum norm of the matrix UU . Our goal is to prove the

following

Proposition 6.2. There exist a constant γ1 < 0.01 such that for M and m sufficiently

large and for µ sufficiently small

max(‖SS‖∞, ‖SU‖∞, ‖US‖∞, ‖UU‖∞) ≤ 2γ1m.

We define two functions on the unit square

tin : �→ N tin(z) =
2m∑
j=0

χ�(F j
ξ (z)); (55)

tex : �→ N ∩
[
1;

2m

M

]
tex(z) = #{1 ≤ n ≤ 2m : F n−1

ξ (z) ∈ � and F n
ξ (z) 6∈ �}.

(56)

Given a sequence ı ∈ {0, 1}N we define a subset of the unit square �

∆ı
def
=
{
z ∈ � : χ�(F n

ξ (z)) = ın for all n ∈ {0, 1, . . . , 2m}
}
.

Note that some of ∆ı may be empty and they are not necessary connected.

Lemma 6.11. There are at most 2m
M

2e
2m+M
2+M non-empty disjoint subsets ∆ı ⊂ �.

Proof. We know the total number of sequences that correspond to the points with

tex ≡ s:

#{ı ∈ {0, 1}N | tex(ı) = s} =

(
2m− (s− 1)M

s

)
.

Observe that the number of disjoint subsets ∆ı ⊂ ∆ is equal to the number of different

sequences, which we can estimate in the following way. It is well known that
(

2n
n

)
>
(
k
s

)
for all 1 ≤ k ≤ 2n and 1 ≤ s ≤ k. The equality 2m− (s− 1)M = 2s has the solution

s0 = 2m+M
2+M

so we conclude
(

2m−(s−1)M
s

)
≤
(

2s0
s0

)
for all s > s0 = 2m+M

2+M
. Using the

Stirling formula, we calculate(
2s0

s0

)
≤ const · (2s0)2s0

s2s0
0

= const · 22s0 = const · 2
4m+2M

2+M

We also may write for all s < s0(
2m− (s− 1)M

s

)
=

(2m− (s− 1)M)!

s!(2m− (s− 1)M − s)!
≤ (2m− (s− 1)M)s

(e
s

)s
.
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By straightforward calculation

d

ds

((2m− (s− 1)M)e

s

)s
=

=
((2m− (s− 1)M)e

s

)s
·
(

ln
2m− (s− 1)M

s
− s

2m− (s− 1)M

)
> 0

for all s ∈ (1; s0), because

ln
2m− (s− 1)M

s
> ln

2m− (s0 − 1)M

s0

= ln 2 >

>
1

2
=

s0

2m− (s0 − 1)M
>

s

2m− (s− 1)M
.

We conclude that for s < s0(
2m− (s− 1)M

s

)
≤ (2s0)s0

es0

ss00

= (2e)
2m+M
2+M .

Summing up,
m
M∑
j=1

(
2m− (s− 1)M

s

)
≤ m

M
(2e)

2m+M
2+M .

�

Given a sequence  ∈ {−1, 0, 1}N we define a subset of the unit square

∆
def
=
{
z ∈ � : χ�(F n

ξ (z)) · sgn πy(F
n
ξ (z)) = n for all n ∈ {0, 1, . . . , 2m}

}
.

Note that some of ∆ may be empty, and they are not necessary connected.

Definition 10. We introduce to projections of the tower to the zero floor:

πx : X → X πx(z, n) = ((zx, 0), 0);

πy : X → X πy(z, n) = ((0, zy), 0).

Lemma 6.12. Given a quartet (i, j, k, l) and a subset Bı
def
= ∆ı ∩Ω1

ij ∩P−2
ξ (Ω2

kl), there

are at most 6
2m
M disjoint subsets ∆ such that ∆ ∩Bı 6= ∅.

Proof. Consider a first half of the sequence ı of the length m, the subsequence

ı1, ı2, . . . , ım. It may contain not more than m
M

“blocks” of 1’s. We shall show by

induction in number of blocks that

(1) There are not more than 6
m
M different sequences 1, . . . , m such that ∆∩Bı 6= ∅.

(2) The projection of the image πy(Pξ(Bı)) may be covered by not more than 6
m
M

intervals of the total length not more than 2.
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In order to use induction, we need to study the original map F : X → X of the tower X

defined on p. 6; we also recall that by definition Pξ = Fm
ξ : R2 → R2.

Given a sequence ı, there are two possibilities.

Case 1. All blocks of 1’s in ı are not longer than mα− 1.

Case 2. There are blocks of 1’s in ı of the length mα or longer.

Case 1. Assume that all blocks of 1’s in the sequence ı are not longer than mα− 1.

The base of induction. Assume that there is only one block of 1’s. Then there exist

two numbers 1 ≤ t1 ≤ s1 ≤ m, s1 − t1 ≤ mα:

ık =

1, if t1 ≤ k ≤ s1;

0, otherwise.

We deduce that πy(P
t1−1
ξ (∆ı)) belongs to a union of domains of main branches of the

perturbation ps1−t1
σt1−1ξy

of the doubling map p. We know by Lemma 2.1 that the map

ps1−t1
σt1−1ξy

has exactly 2s1−t1 main branches, all of them are long and their domains have

the length at least 2t1−s1 > 2−mα. In addition, since

diam(Bı) = diam(∆ı ∩ Ω1
ij ∩ P−2

ξ (Ω2
kl)) ≤ diam(Ω1

ij) < 22−m

we conclude that there exists an interval I ⊂ [−1; 1] such that πy(F
t1
ξ (Bı)) ⊂ I and1

the length |I| < 22−m · (1 + µ1)t1−1 < 2−mα < 2t1−s1 . Thus the interval I may intersect

not more than 2 domains of main branches of the map ps1−t1
σt1−1ξy

and therefore there are

not more than 4 sequences k, 1 ≤ k ≤ m corresponding to the sequence ık, 1 ≤ k ≤ m.

In addition, we observe that the image πy(F
s1
ξ (Bı)) may be covered by 4 intervals of

the total length not more than 2−m · 2s1−t1 · (1 + µ1)m.

Now assume that there are n blocks of 1’s. Namely, there exist

1 ≤ t1 ≤ s1 < t2 ≤ s2 < . . . < tn ≤ sn ≤ m (57)

such that ti+1 − si ≥M and si − ti ≤ mα− 1, where

ık =

1, if ti ≤ k ≤ si, for i = 1, . . . , n;

0, otherwise .
(58)

Since sn − tn < mα, by Lemma 2.1 the doubling map psn−tnσtn−1ξ has exactly 2sn−tn main

branches, all of which are long, and their domains have length at least 2tn−sn . By

1We may safely assume that 2α > 1 + µ1.
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induction assumption, the set πy(F
tn−1
ξ (Bı)) may be covered by 4n−1 intervals of the

total length

2−m ·
n−1∏
k=1

2sk−tk · (1 + µ1)m ≤ 2−m · 2m−(sn−tn)−M(n−1) = 2tn−sn · 2−M(n−1).

Therefore it may intersect not more than min(2 · 4n−1, 2sn−tn) domains of the main

branches of the map psn−tnσtn−1ξ. Consequently, there are at most 4n different sequences

 of the length m and the projection of the image πy(F
sn
ξ (Bı)) may be covered by 4n

intervals of the total length 2−m ·
n∏
k=1

2sk−tk · (1 + µ1)m ≤ 2−M(n−1)(1 + µ1)m.

Case 2. There exists a subsequence of 1’s of the length mα or longer. Then there is

only one subsequence with this property (since α > 15
16

). There are two possibilities.

(2A) In the notations introduced in (57) and (58) above, s1 − t1 > mα.

(2B) In the notations introduced in (57) and (58) above, sn − tn > mα for some

n > 1.

In the case 2A, the map ps1−t1
σt1−1ξ

has at least 2s1−t1−2 long branches, and their domains

have length at least 2t1−s1 . At the same time the projection of the image πy(F
t1−1
ξ (Bı))

is contained in an interval I of the length |I| < 2−m ·(1+µ1)t1 < 2t1−s1 . By Lemma 2.1,

the distance between any two domains of the main branches of the map ps1−t1
σs1−1ξ

which

are not long, is at least 2m(α−1) > 2t1−s1 . Therefore the interval I may intersect

not more than three domains of main branches (two long and one more) of the map

ps1−t1
σt1−1ξ

. Thus we conclude that there are not more than 6 different sequences t1 , . . . s1 ,

corresponding to the sequence ıt1 , . . . , ıs1 . The induction step then follows as above,

giving 6
m
M sequences.

In the case 2B, the map psn−tnσtn−1ξ has at least 2sn−tn−2 long branches, and their domains

have length at least 2tn−sn . Then by induction from the Case 1, we know that there are

4n−1 < 4m(1−α)−M sequences corresponding to the sequence ı1, . . . , ıtn−1 and the image

of the set πy(P
tn−1
ξ (Bı)) may be covered by 4n−1 intervals of the total length not more

than 2tn−sn−M . We see that the total number of long branches of the map psn−tnσtn−1ξ is

greater than the number of intervals covering the image

2mα−2 > 4m(1−α)−M ,

and the total length of intervals is shorter than a domain of any long branch. Therefore,

each of the intervals may intersect not more than three domains of main branches, and

we get at most 6 · 4k−1 different sequences. In addition, we notice that the image

πy(F
sn
ξ (Bı)) may be covered by 6 · 4k−1 intervals.
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To complete the proof of the Lemma, we need to calculate number of different

sequences m+1, . . . , 2m such that ∆ ∩ Bı 6= ∅. We would like to apply the argument

above to the inverse map F−mσmξ = P−1
σmξ. Let us consider the image Pξ(B) ⊂ Ω2

kl. Define

a sequence ′, associated to the iterations of the inverse map Pσmξ
−1.

′ : z → {−1, 0, 1}N ′k(z) =


1, if F−k+1

σ2m−kξ
(z) ∈ � + ξ2m+1−k

x , zx > ξ2m−k
x ;

−1, if F−k+1
σ2m−kξ

(z) ∈ � + ξ2m+1−k
x , zx < ξ2m−k

x ;

0, if F−k+1
σ2m−kξ

(z) 6∈ � + ξ2m+1−k
x .

(59)

We see that

′k(P
2
ξ z) = 2m−k+1(z) for all 0 ≤ k ≤ m.

We may associate the sequence ′ to main branches of the doubling map pςx , defined

as in Lemma 4.1 p. 9, in the following way.{
′k ≡ 1, for 0 ≤ t1 ≤ k ≤ t2 ≤ m, t1 < t2

}
⇐⇒{

πx(F
−t1
σ2m−t1 (z)) in a domain of a main branch of pt2−t1−1

σt1 ςx

}
.

Indeed, if, say, ′t1 = 1, then by definition, F−t1+1
σ2m−t1ξ

(z) ∈ �+ ξ2m+1−t1
x and zx > ξ2m−t1

x .

Consequently, F−l
σ2m−l−1ξ

(z) ∈ � for all t1 ≤ l ≤ t2, and therefore πx(P
−t1
σ2m−t1−1ξ

(z)) is in

a domain of a long branch of pt2−t1
σ2m−l−1ςx

.

In the case t1 = t2 = 1, i.e. a block of the length 1, we get two sequences corre-

sponding to a given t1 = 1 and  = −1, similarly to the previous case.

It follows that to any sequence ı of the length 2m correspond 62m/M sequences .

�

Corollary 1. Among all sequences , there are at most 2m
M
· 6 2m

M (2e)
2m+M
2+M pairwise

disjoint segments ∆ such that P−2
ξ (Ω2

kl) ∩ Ω1
ij ∩∆ 6= ∅.

Now we are ready to prove

Proposition 6.2. There exist a constant γ1 < 0.01 such that for M and m sufficiently

large

max(‖UU‖∞, ‖SU‖∞, ‖US‖∞, ‖SS‖∞) ≤ 2γ1m.

Proof. Recall the definition of the matrices, for instance

UUkl
ij =

1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂y(P
2
ξ )y(z)dz
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and the other three are defined using another three partial derivatives, according

to (35)–(37). Consider a vertical line segment ∆c = {zx = c} ∩ P−2
ξ (Ω2

kl) ∩ Ω1
ij.

Recall that according to condition 5 the composition of maps outside of the unit

square Fi1 ◦ . . . ◦ FiM , where i1, . . . , iM ∈ {1, . . . ,M} is a polynomial of degree at

most d. Since P 2
ξ is smooth on each ∆ ∩∆c and P 2

ξ (∆ ∩∆c) ⊂ Ω2
kl. We can estimate

the length of the image using condition 5, p. 6:

|P 2
ξ (∆ ∩∆c)| ≤ diam(Ω2

kl) · d
2m
M ≤ 2

m
500 ; (60)

since the preimage with respect to any of the orthogonal projections πx and πy has at

most d
2m
M connected components.

max
(∫

∆

|∂y(P 2
ξ )y(z)|dz,

∫
∆

|∂x(P 2
ξ )y(z)|dz,

∫
∆

|∂y(P 2
ξ )x(z)|dz,

∫
∆

|∂x(P 2
ξ )x(z)|dz

)
≤

≤
∣∣P 2

ξ (∆ ∩∆c)
∣∣ ≤ d

2m
M diam(Ω2

kl).

Therefore∫
P−2
ξ (Ω2

kl)∩Ω1
ij

max
(
|∂y(P 2

ξ )y(z)|, |∂x(P 2
ξ )y(z)|, |∂y(P 2

ξ )x(z)|, |∂x(P 2
ξ )x(z)|

)
dz =

=

∫
πy(Ω1

ij)

∫
∆c

max
(
|∂y(P 2

ξ )y(z)|, |∂x(P 2
ξ )y(z)|, |∂y(P 2

ξ )x(z)|, |∂x(P 2
ξ )x(z)|

)
dzdc =

=

∫
πy(Ω1

ij)

∑
∆⊂∆c

∫
∆

max
(
|∂y(P 2

ξ )y(z)|, |∂x(P 2
ξ )y(z)|, |∂y(P 2

ξ )x(z)|, |∂x(P 2
ξ )x(z)|

)
dzdc ≤

≤ 2m

M
(2e)

2m+M
2+M · 6

2m
M · diam(Ω2

kl) · d
2m
M · |πy(Ω1

ij)|.

Finally,∫
P−2
ξ (Ω1

ij)∩Ω2
kl

max
(
|∂y(P 2

ξ )y(z)|, |∂x(P 2
ξ )y(z)|, |∂y(P 2

ξ )x(z)|, |∂x(P 2
ξ )x(z)|

)
dz ≤

≤ |πx(Ω1
ij)| · |(πy(Ω2

kl)| ·
2m

M
(2e)

2m+M
2+M · 6

2m
M · d

2m
M .

We can choose µ1 and µ2 sufficiently small so that for m and M large enough and for

some γ1 ≤ 0.01
2m

M
(2e)

2m+M
2+M · 6

2m
M · d

2m
M ≤ 2γ1m.

�

Lemma 6.13. The sum of elements of the matrix |(UUB)klij | with (i, j, k, l) ∈ �×� is

at most 22m · 8mδ.

— 33 —



FAST DYNAMO ON THE REAL PLANE

Proof. Indeed, recall that for any ∆ ⊂ ∆B
ξ there exists 1 ≤ n ≤ 2m such that

F n
ξ (∆) 6⊂ � and thus⋃
ij

⋃
kl

⋃
(∆B)klij

∆ =
⋃
ij

⋃
kl

{
∆ is a (P, ξ)-domain

∣∣F n
ξ (∆) 6⊂ � for some 1 ≤ n ≤ 2m

}
=

= {z ∈ � | ∃ 1 ≤ n ≤ 2m : F n
ξ (z) 6∈ �} =: B.

We get |B| ≤ 8mδ by induction in number of iterations and conclude∑
ij

∑
kl

|(UUB)klij | ≤
∫
B

|∂y(P 2
ξ )y(z)|dz ≤ 22m · 8mδ.

�

Remark 9. It follows from the condition 3 on the map F (see p. 6) that partial

derivatives are essentially bounded ‖∂y(P 2
ξ )x‖∞ ≤ (1 + µ)2m, ‖∂x(P 2

ξ )y‖∞ ≤ (1 + µ)2m,

‖∂x(P 2
ξ )x‖∞ ≤ (1 + µ)2m. Thus by the same argument as in Lemma 6.13 we get∑

�

∑
�

|(USB)klij | ≤ (1 + µ)2mmδ; (61)∑
�

∑
�

|(SUB)klij | ≤ (1 + µ)2mmδ; (62)∑
�

∑
�

|(SSB)klij | ≤ (1 + µ)2mmδ. (63)

6.2. The operators WδA and WδP
2
ξ∗ are close on X. We keep the notation intro-

duced in the first paragraph of this Section.

Let Υ be a chain of partitions associated to the sequence η ∈ Σδ. Let Ω1 = Υk

and Ω2 = Υk+1 be two consecutive partitions from the chain Υ. Let ξ
def
= σ2m(k−1)η

(cf. Definition of the chain Υ in subsection 4.3, p. 8). Let A : XΩ1 → XΩ2 be a linear

operator, approximating the operator P 2
ξ∗, defined according to (34).

In this section we establish the following

Proposition 6.3. The operators WδA and WδP
2
ξ∗ are close. Namely, for any ν ∈ XΩ1,

‖Wδ(P
2
ξ∗ −A)ν‖Ω2,L1

≤ 4 sup diam(Ω2
kl)

δ
· 22m, (64)

‖Wδ(P
2
ξ∗ −A)ν‖∞ ≤

4 sup diam(Ω2
kl)

δ
· 2(2+γ1)m; (65)

where γ1 is defined by Proposition 6.2.

We start with
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Lemma 6.14. For any element Ω2
kl of the partition Ω2, and for any ν ∈ XΩ1,∫
Ω2
kl

P 2
ξ∗ν =

∫
Ω2
kl

Aν.

Proof. Let ν =
∑

ij ν
ij
s χ

s
Ω1
ij

+
∑

ij ν
ij
u χ

u
Ω1
ij

. Then

P 2
ξ∗ν(z) = dP 2

ξ (P−2
ξ z) · ν(P−2

ξ z) =

=
∑
ij

νijs dP 2
ξ (P−2

ξ z)χsΩ1
ij

(P−2
ξ z) +

∑
ij

νiju dP 2
ξ (P−2

ξ z)χuΩ1
ij

(P−2
ξ z) =

=
∑
ij

νijs
(
∂x(P

2
ξ )x(P

−2
ξ z) + ∂x(P

2
ξ )y(P

−2
ξ z)

)
· 1

|πx(Ω1
ij)|

χΩ1
ij

(P−2
ξ z)+

+
∑
ij

νiju
(
∂y(P

2
ξ )x(P

−2
ξ z) + ∂y(P

2
ξ )y(P

−2
ξ z)

)
· 1

|πx(Ω1
ij)|

χΩ1
ij

(P−2
ξ z).

We may integrate

1

|Ω2
kl|

∫
Ω2
kl

∂x(P
2
ξ )x(P

−2
ξ z) · 1

|πx(Ω1
ij)|
· χΩ1

ij
(P−2

ξ z)dz =

=
1

|πx(Ω2
kl)|
· 1

|πy(Ω2
kl)|
· 1

|πx(Ω1
ij)|

∫
P−2
ξ (Ω2

kl)∩Ω1
ij

∂x(P
2
ξ )x(z)dz =

1

|πx(Ω2
kl)|

SSklij .

Similarly,

1

|πx(Ω2
kl)|

USklij =
1

|Ω2
kl|

∫
Ω2
kl

∂y(P
2
ξ )x(P

−2
ξ z)

1

|πx(Ω1
ij)|

χΩ1
ij

(P−2
ξ z)dz;

1

|πx(Ω2
kl)|

SUkl
ij =

1

|Ω2
kl|

∫
Ω2
kl

∂x(P
2
ξ )y(P

−2
ξ z)

1

|πx(Ω1
ij)|

χΩ1
ij

(P−2
ξ z)dz;

1

|πx(Ω2
kl)|

UUkl
ij =

1

|Ω2
kl|

∫
Ω2
kl

∂y(P
2
ξ )y(P

−2
ξ z)

1

|πx(Ω1
ij)|

χΩ1
ij

(P−2
ξ z)dz.

So we may write

1

|Ω2
kl|

∫
Ω2
kl

P 2
ξ∗ν(z)dz =

∑
ij

νijs
1

|πx(Ω2
kl)|

(SSklij + USklij ) +
∑
ij

νiju
1

|πx(Ω2
kl)|

(SUkl
ij + UUkl

ij ).

Observe that for any Ω2
kl, by definition of the operator A (34) on p. 15,

1

|Ω2
kl|

∫
Ω2
kl

Aν =
1

|πx(Ω2
kl)|

(∑
ij

νijs (SSklij + USklij ) +
∑
ij

νiju (SUkl
ij + UUkl

ij )
)
.

�

Lemma 6.15. For any partition Ω of the plane R2 into rectangles we have∫
R2

∣∣max
t∈Ωij

wδ(z − t)− min
t∈Ωij

wδ(z − t)
∣∣dz ≤ 4 sup diam(Ωij)

πδ
.
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Proof. Given a compact convex subset A ⊂ R2, let γ(A) be the longest line segment

connecting the points where the function wδ(t) achieves its maximum and minimum in

A. By straightforward calculation

max
t∈Ωij

wδ(z − t)− min
t∈Ωij

wδ(z − t) = max
t∈Ωij−z

wδ(t)− min
t∈Ωij−z

wδ(t) ≤
∫
γ(Ωij−z)

|∇wδ(t)|dt.

Thus∫
R2

∣∣max
Ωij

wδ(z − t)− min
t∈Ωij

wδ(z − t)
∣∣dz ≤ ∫

R2

∫
γ(Ωij−z)

∣∣∇wδ(t)∣∣dtdz =

=

∫
R2

∫
γ(Ωij)

∣∣∇wδ(t− z)
∣∣dtdz =

∫
γ(Ωij)

∫
R2

∣∣∇wδ(t− z)
∣∣dzdt =

=

∫
γ(Ωij)

∫
R2

∣∣∇wδ(z)
∣∣dzdt ≤ diam(Ωij)

∫
R2

∣∣∇wδ(z)
∣∣dz =

= diam(Ωij)

∫
R2

1

π2δ4

√
z2
x + z2

y · e
−z2x−z

2
y

2δ2 dz ≤

≤ diam(Ωij)

∫
R2

1

π2δ4
(|zx|+ |zy|) · e

−z2x−z
2
y

2δ2 dz ≤

≤ diam(Ωij)
(∫

R

|zx|
π2δ3

e−
z2x
2δ2 dzx +

∫
R

|zy|
π2δ3

e−
z2y

2δ2 dzy

)
≤

≤ 4diam(Ωij)

πδ
.

�

Lemma 6.16. Let f : R2 → R2 be a bounded integrable function. Assume that for any

element Ω1
ij of a partition Ω1 of the class (m, δ) we have

∫
Ωij
f ≡ 0. Then for any

partition Ω2 of the class (m, δ)

‖Wδf‖Ω2,L1
≤ 8

sup diam(Ω1
ij)

δ
‖f‖Ω1,L1

; (6.16.1)

‖Wδf‖∞ ≤ 8
sup diam(Ω1

ij)

δ
‖f‖∞. (6.16.2)

Proof. By straightforward calculation

‖Wδf‖L1 =

∫
R2

∣∣∣∫
R2

wδ(z − t)f(t)dt
∣∣∣dz =

∫
R2

∣∣∣∑
ij

∫
z−Ωij

wδ(t)f(z − t)dt
∣∣∣dz.
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We recall
∫
z−Ωij

f(z− t)dt =
∫

Ωij
f(t)dt = 0 and so

∫
z−Ωij

f(z− t)
∫
z−Ωij

wδ(s)dsdt = 0.

Hence we conclude

‖Wδf‖Ω2,L1
≤ 2−m

inf |πy(Ω2
kl)|

∫
R2

∣∣∣∑
ij

∫
z−Ω1

ij

(
wδ(t)−

1

|Ω1
ij|

∫
z−Ω1

ij

wδ(s)ds
)
f(z − t)dt

∣∣∣dz ≤
≤ 2−m

inf |πy(Ω2
kl)|

∫
R2

∑
ij

∫
z−Ω1

ij

∣∣∣wδ(t)− 1

|Ω1
ij|

∫
z−Ω1

ij

wδ(s)ds
∣∣∣ · ∣∣f(z − t)

∣∣dtdz ≤
≤ 2−m

inf |πy(Ω2
kl)|

∫
R2

∑
ij

∫
z−Ω1

ij

∣∣ max
s∈z−Ω1

ij

wδ(s)− min
s∈z−Ω1

ij

wδ(s)
∣∣ · |f(z − t)|dtdz ≤

≤ 2−m

inf |πy(Ω2
kl)|

∫
R2

∑
ij

∣∣ max
s∈z−Ω1

ij

wδ(s)− min
s∈z−Ω1

ij

wδ(s)
∣∣ · ∫

z−Ω1
ij

|f(z − t)|dtdz =

=
2−m

inf |πy(Ω2
kl)|

∫
R2

∑
ij

∣∣ max
s∈z−Ω1

ij

wδ(s)− min
s∈z−Ω1

ij

wδ(s)
∣∣ · ∫

Ω1
ij

|f(t)|dtdz =

≤ 2−m

inf |πy(Ω2
kl)|
∑
ij

∫
R2

∣∣ max
s∈z−Ω1

ij

wδ(s)− min
s∈z−Ω1

ij

wδ(s)
∣∣ · ∫

Ω1
ij

|f(t)|dtdz ≤

≤ 2−m

inf |πy(Ω2
kl)|
∑
ij

4diam(Ω1
ij)

πδ

∫
Ω1
ij

|f(t)|dt ≤

≤
sup |πy(Ω1

ij)|
inf |πy(Ω2

kl)|
·

4 sup diam(Ω1
ij)

πδ
‖f‖Ω1,L1

,

by Lemma 6.15.

Similarly for the supremum norm

sup |Wδf | = sup
z

∣∣∣∫
R2

wδ(z − t)f(t)dt
∣∣∣ ≤ sup

z

∣∣∣∑
ij

∫
Ω1
ij

wδ(z − t)f(t)dt
∣∣∣ =

= sup
z

∣∣∣∑
ij

(∫
Ω1
ij

wδ(z − t)−
1

|Ω1
ij|

∫
Ω1
ij

wδ(z − s)ds
)
f(t)dt

∣∣∣ ≤
≤ sup

z

∑
ij

∫
Ω1
ij

∣∣max
t∈Ω1

ij

wδ(z − t)− min
t∈Ω1

ij

wδ(z − t)
∣∣ · |f(t)|dt ≤

≤ sup |f | sup
z

∑
ij

|Ω1
ij| ·

∣∣max
t∈Ω1

ij

wδ(z − t)− min
t∈Ω1

ij

wδ(z − t)
∣∣≤

≤ sup |f | sup
z

∑
ij

|Ω1
ij| · sup

t∈Ω1
ij

|∇zwδ(z − t)| · diam(Ω1
ij) ≤

≤ sup |f | sup diam(Ω1
ij) ·

∫
R2

|∇zwδ(z)|dz ≤
sup diam(Ω1

ij)

δ
· sup |f |.

�
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Lemma 6.17. Let Ω1 and Ω2 be two partitions of the class G(m, δ). Then for any

ξ ∈ `∞(R2) we have

‖(P 2
ξ∗ν)‖2 ≤ 22m+2‖ν‖1,

Proof. Upper bound for the supremum norm is obvious. Indeed, we have for the first

coordinate

‖(P 2
ξ∗ν)y‖L1 =

∫
R2

∣∣∣(P 2
ξ∗ν)y(z)

∣∣∣dz =

=

∫
R2

∣∣∂x(P 2
ξ )y(P

−2
ξ z)νs(P

−2
ξ z) + ∂y(P

2
ξ )y(P

−2
ξ z)νu(P

−2
ξ z)

∣∣dz =

=

∫
R2

∣∣∂x(P 2
ξ )y(z)νs(z) + ∂y(P

2
ξ )y(z)νu(z)

∣∣dz ≤ 22m+1

∫
R2

|νs(z)|+ |νu(z)|dz. (66)

For the second coordinate we have got

‖(P 2
ξ∗ν)x‖L1 =

∫
R2

∣∣(P 2
ξ∗ν)x(z)

∣∣dz =

=

∫
R2

∣∣∂x(P 2
ξ )x(P

−2
ξ z)νs(P

−2
ξ z) + ∂y(P

2
ξ )x(P

−2
ξ z)νu(P

−2
ξ z)

∣∣dz =

=

∫
R2

∣∣∂x(P 2
ξ )x(z)νs(z) + dy(P

2
ξ )x(z)νu(z)

∣∣dz ≤ 22m+1

∫
R2

|νs(z)|+ |νu(z)|dz. (67)

Therefore

‖P 2
ξ∗ν‖2 =

∑
ij

2−m

|πy(Ω2
ij)|

∫
Ωij

∣∣P 2
ξ∗ν(z)

∣∣dz ≤ 2−m

inf |πy(Ω2
ij)|
‖P 2

ξ∗ν‖L1 ≤ m22m+1‖ν‖1.

�

Lemma 6.18. In the notations introduced in the beginning of this subsection 6.2, p. 34,

the following inequalities on the norm of operators hold true for M and m large enough.

‖UUνu‖Ω2,L1
≤ 4 · 22m‖ν‖1, (6.18.1)

max(‖SUνu‖Ω2,L1
, ‖USνs‖Ω2,L1

, ‖SSνs‖Ω2,L1
) ≤ 2γ2m‖ν‖1; (6.18.2)

where the constant γ2 satisfies

1 < γ2 =
9

4
+ γ1 + 2 log2(1 + µ1)− α < 3

2
. (68)

Proof. Let νu =
∑
ij

νiju χ
u
Ω1
ij
∈ ΦΩ1 be the y-component of a field with the unit norm

‖νu‖ = max
(∑

ij

|νiju | · |πy(Ωij)|, 2
3
4
m sup |νiju |

)
= 1,

— 38 —



O. KOZLOVSKI & P. VYTNOVA

therefore we will be assuming that
∑
ij

|νiju | ≤ 2m−1 and sup |νiju | ≤ 2−
3
4
m. We write

down the formal action of the operator UU on νu

UUνu =
∑
kl

∑
ij

UUkl
ij ν

ij
u χ

u
Ω2
kl

=
∑
�

∑
�

(
UUkl

ij − 1
)
νiju χ

u
Ω2
kl

+
∑
�

∑
�

νiju χ
u
Ω2
kl

+

+
(∑
R2\�

∑
�

+
∑
�

∑
R2\�

)
UUkl

ij ν
ij
u χ

u
Ω2
kl

+
∑
R2\�

∑
R2\�

UUkl
ij ν

ij
u χ

u
Ω2
kl
. (69)

We estimate the norm of each of the four terms separately. Recall that by the choice

of the basis χu
Ω2
kl

= 1
|πx(Ω2

kl)|
χΩ2

kl
( 0

1 ) and therefore

‖χuΩ2
kl
‖Ω2,L1

=
2−m

|πy(Ω2
kl)|

∫
Ω2
kl

χuΩ2
kl

= 2−m.

∥∥∥∑
�

∑
�

(
UUkl

ij − 1
)
νiju χ

u
Ω2
kl

∥∥∥
Ω2,L1

=
∑
�

∣∣∣∑
�

(
UUkl

ij − 1
)
νiju

∣∣∣ · 2−m ≤
≤ 2−m

∑
�

∑
�

|UUkl
ij − 1| · |νiju | ≤ 2−m sup |νiju |

∑
�

∑
�

|UUkl
ij − 1| ≤

≤ 21− 7
4
m ·
∑
�

∑
�

|(UUG)klij + (UUB)klij − 1| ≤

≤ 21− 7
4
m ·
∑
�

∑
�

|(UUG)klij − 1|+ |(UUB)klij | ≤

≤ 2−
7
4
m(22mδ + 2

9
2
mδ) ≤ 22 3

4
mδ, (70)

using Lemma 6.13 and the second part of Proposition 6.1.

The second part of (69) has the following upper bound, since
∑
ij

|νiju | ≤ 2m,

∥∥∥∑
�

∑
�

νiju χ
u
Ω2
kl

∥∥∥
Ω2,L1

= 2−m
∑
�

∣∣∣∑
�

νiju

∣∣∣ ≤ 22m · 2m · 21−m ≤ 22m+1.

The last sum has only finite number of non-zero terms and can be estimated via the

supremum norm. Recall Remark 5: for R = M2(1+µ1)2m ·mδ+1, any quartet (i, j, k, l)

such that (i, j) ∈ � and (k, l) ∈ R2 \�R or (i, j) ∈ R2 \�R and (k, l) ∈ �

SSklij ≡ 0, SUkl
ij ≡ 0, USklij ≡ 0, UUkl

ij ≡ 0.
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Therefore∥∥∥(∑
R2\�

∑
�

+
∑
�

∑
R2\�

)
UUkl

ij ν
ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

=

=
∥∥∥(∑

�R\�

∑
�

+
∑
�

∑
�R\�

)
UUkl

ij ν
ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤

≤
(∑
�R\�

∑
�

+
∑
�

∑
�R\�

)
sup |UUkl

ij | · sup |νiju |2−m ≤

≤ 4(R2 − 1)m424m · 2γ1m · 2−
3
4
m · 21−m ≤

≤M2m
5δ2(γ1+ 9

4
)m(1 + µ1)2m. (71)

We have for the last term, using the bound (41) (p. 16)∥∥∥∑
R2\�

∑
R2\�

UUkl
ij ν

ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤
∑
R2\�

|νiju | · 2−m · sup |UUkl
ij | ·M1(1 + µ1)2m ≤

≤ 2m−1 · 2−m · 2γ1m ·M1(1 + µ1)2m = M1 · 2γ1m · (1 + µ1)2m. (72)

Summing up the last four together, we get an upper bound ‖UUνu‖Ω2,L1
≤ 22+2m.

Now we proceed to the last inequality (6.18.2). We would like to show that there

exists a constant γ2 satisfying (68) such that for M and m large enough:

max
(
‖SUνu‖Ω2,L1

, ‖USνs‖Ω2,L1
, ‖SSνs‖Ω2,L1

)
≤ 2γ2m‖ν‖Ω1,L1

.

We shall show that it holds true for the matrix SU , the argument for the matrix US

is similar.

As before, we may assume for the first component of the vector field νs ∈ ΦΩ1 that1

max
(∑

ij

νijs · |πy(Ωij)|, 2
3
4
m sup |νijs |

)
= 1,

and, consequently,
∑
ij

|νijs | ≤ 2m−1 and sup |νijs | ≤ 2−
3
4
m. We recall the definition of

“good” and “bad” connected components (42) and (43) :

(∆G)klij
def
=
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij | ∆ is a (P, ξ)-domain,∀1 ≤ n ≤ 2m : F n

ξ (∆) ⊂ �
}

;

(∆B)klij
def
=
{

∆ ⊂ P−2
ξ (Ω2

kl) ∩ Ω1
ij | ∆ is a (P, ξ)-domain,∃1 ≤ n ≤ 2m : F n

ξ (∆) 6⊂ �
}
.

We may write, similarly to (44)

(SU)klij = (SUG)klij + (SUB)klij ,

1We denote the space of essentially bounded, absolutely integrable, piece-wise constant functions,

associated to the partition Ω1 of R by ΦΩ1 .
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where

(SUG)klij : =
1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆G

∫
∆

∂y(P
2
ξ )y(z)dz;

(SUB)klij : =
1

|πx(Ω1
ij)|
· 1

|πy(Ω2
kl)|
·
∑

∆∈∆B

∫
∆

∂y(P
2
ξ )y(z)dz.

Obviously, (SUG)klij ≡ 0. We also recall B = {z ∈ � | ∃ 1 ≤ n ≤ 2m : F n
ξ (z) 6∈ �} and

observe that ∑
�

∑
�

|(SUB)klij | ≤
∫
B

|∂x(P 2
ξ )y(z)|dz = 22m · 8mδ.

We may write the action of SU on νs

SUνs =
∑
kl

∑
ij

SUkl
ij ν

ij
s χ

u
Ω2
kl

=
∑
�

∑
�

(SUB)klijν
ij
s χ

u
Ω2
kl

+

+
∑
R2\�

∑
�

SUkl
ij ν

ij
s χ

u
Ω2
kl

+
∑
�

∑
R2\�

SUkl
ij ν

ij
s χ

u
Ω2
kl

+
∑
R2\�

∑
R2\�

SUkl
ij ν

ij
s χ

u
Ω2
kl
.

We have the following upper bound for the first term, corresponding to the central part

of the matrix∥∥∥∑
�

∑
�

(SUB)klijν
ij
s χ

u
Ω2
kl

∥∥∥
Ω2,L1

=
∑
�

∑
�

∣∣(SUB)klij
∣∣ · |νijs | · 2−m ≤

≤ sup |νijs | · 2−m ·
∑
�

∑
�

∣∣(SUB)klij
∣∣ ≤ 22mmδ · 2−

3
4
m · 2−m ≤ 2

m
4 mδ.

Repeating the estimates (71) and (72) above, since ‖SU‖∞ ≤ ‖UU‖∞ ≤ 2γ1m and

using the upper bounds ‖νs‖∞ ≤ 2−
3
4
m we obtain∥∥∥(∑

R2\�

∑
�

+
∑
�

∑
R2\�

+
∑
R2\�

∑
R2\�

)
SUkl

ij ν
ij
s χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤

≤ sup
∣∣SUkl

ij

∣∣ · sup |νijs | · (1 + µ1)2m(M1 +M2m
5δ · 2

5
2
m) ≤

≤ 2γ1m · 2
5
2
m− 3

4
m(1 + µ1)2m ·M2m

5δ ≤ 2γ1m · 2
7
4
m(1 + µ1)2m ·M2m

5δ.

Summing up altogether, we get

‖SUνs‖Ω2,L1
≤ 2γ1m · 2

9
4
m(1 + µ1)2m ·M2m

5δ + 2
m
4 mδ ≤ 2γ2m.

Similarly, ‖USνy‖ ≤ 2γ2m. It only remains to show that for γ2 = γ1+9
4
+2 log2(1+µ1)−α

and for M and m sufficiently large

‖SSνs‖Ω2,L1
≤ 2γ2m. (73)
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Recall Corollary 1 of Lemma 6.10:

∑
�

∑
�

∣∣(SSG)klij
∣∣ ≤ 24−2m.

We can get an upper bound for the central part

∥∥∥∑
�

∑
�

(SSG)klijν
ij
s χ

u
Ω2
kl

∥∥∥
Ω2,L1

=
∑
�

∑
�

∣∣(SSG)klij
∣∣ · |νijs | · 2−m ≤

≤ sup |νijs | · 2−m ·
∑
�

∑
�

∣∣(SSG)klij
∣∣ ≤ 24−2m · 2−

3
4
m · 2−m < 4 · 2−3m/2.

Repeating the estimates (71) and (72) for the matrix SS and taking into account an

upper bound ‖SS‖∞ ≤ 2γ1m from Proposition 6.2, we get

∥∥∥(∑
R2\�

∑
�

+
∑
�

∑
R2\�

+
∑
R2\�

∑
R2\�

)
SSklij ν

ij
s χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤

≤ sup
∣∣SUkl

ij

∣∣ · (1 + µ1)2m(M1 +M2m
52

5
2
mδ) ≤ 2(γ1+ 5

2
)m · (1 + µ1)2m ·M2m

5δ.

Thus

∥∥SSνs∥∥Ω2,L1
=
∥∥∥∑

kl

∑
ij

SSklij ν
ij
s χ

s
Ω2
kl

∥∥∥
Ω2,L1

≤

≤ 2(γ1+ 5
2

)m · (1 + µ1)2m ·M2m
5δ + 23−3m/2 ≤ 2γ2m.

�

Corollary 1. Under the hypothesis and in the notations of Lemma 6.18, the norm of

the operator ‖A‖Ω2 ≤ 22m+2. Namely, ‖Aν‖2 ≤ 22m+2‖ν‖1.

Proof. Recall the definition (34) of the operator A : XΩ1 → XΩ2

Aν =
∑
ij

A
(
νijs χ

s
Ω1
ij

+ νiju χ
u
Ω1
ij

)
=

=
∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju

(
USklijχ

s
Ω2
kl

+ UUkl
ij χ

u
Ω2
kl

))
,

The upper bound for L1-norm follows from the parts 6.18.1 and 6.18.2 of Lemma 6.18.
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Now we proceed to the supremum norm.

sup
z
|Aν(z)| =

= sup
z

∣∣∣∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

(z)+ SUkl
ij χ

u
Ω2
kl

(z)
)
+ νiju

(
USklijχ

s
Ω2
kl

(z)+ UUkl
ij χ

u
Ω2
kl

(z)
))∣∣∣ ≤

≤ 1

inf |πx(Ω2
kl)|

sup
kl

∣∣∣∑
ij

(
νijs
(
SSklij + SUkl

ij

)
+ νiju

(
USklij + UUkl

ij

))∣∣∣ ≤
≤ 1

inf |πx(Ω2
kl)|
· (‖SS‖∞ + ‖SU‖∞ + ‖US‖∞ + ‖UU‖∞) ·

(∑
ij

(|νijs |+ |νiju |)
)
≤

≤ 2m · 4 · 2γ1m · 2m ≤ 22+(2+γ1)m.

The Corollary follows from the definition of the norm on p. 8. �

The result we were seeking follows immediately

Proposition 6.3. The operators WδA and WδP
2
ξ∗ are close. Namely,

‖Wδ(P
2
ξ∗ −A)ν‖Ω2,L1

≤ 4 sup diam(Ω2
kl)

δ
·

sup |πy(Ω1
ij)|

inf |πy(Ω2
kl)|
· 22m‖ν‖1; (74)

‖Wδ(P
2
ξ∗ −A)ν‖∞ ≤

4 sup diam(Ω2
kl)

δ
· 2(2+γ1)m‖ν‖1. (75)

Proof. Follows from Lemma 6.14, Lemma 6.16, the first and second parts of Lemma 6.18,

and Corollary 1 of Lemma 6.18. �

Corollary 2.

‖Wδ(P
2
ξ∗ −A)ν‖2 ≤

8 sup diam(Ω2
kl)

δ
· 22m‖ν‖1

6.3. A pair of cones for the operator A. In this Subsection we construct two cones

C1 ⊂ XΩ1 and C2 ⊂ XΩ2 such that A(C1) ⊂ C2, C2 � C1, and ‖A |C1 ‖ ≥ 2m−1. This

is the main result of Section 6, which is presented in Preliminary Dynamo Theorem 3

below.

Lemma 6.19. The operator UU is a small perturbation of the operator
◦
UU . Namely

‖(UU−
◦
UU)ν‖2 ≤ 2(γ1+2 3

4
)mδ‖ν‖1.

— 43 —



FAST DYNAMO ON THE REAL PLANE

Proof. We begin with (Ω2,L1)-norm. Consider a vector field ν ∈ XΩ1 with ‖ν‖1 = 1.

We may assume that
∑
ij

|νiju | ≤ 2m and sup |νiju | ≤ 2−
3
4
m. Then

‖(UU−
◦
UU)ν‖Ω2,L1

=
∥∥∥∑

kl

∑
ij

(UUkl
ij −

◦
UUklij )ν

ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

=

=
∑
kl

∣∣∣∑
ij

(UUkl
ij −

◦
UUklij )ν

ij
u

∣∣∣ · 2−m ≤∑
kl

∑
ij

∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · 2−m ≤
≤
∑
�

∑
�

∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · 2−m+

+
(∑
R2\�

∑
�

+
∑
�

∑
R2\�

+
∑
R2\�

∑
R2\�

)∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · 2−m
We have for the first term

∑
�

∑
�

∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · 2−m =
∑
�

∑
�

∣∣UUkl
ij − 1

∣∣ · ∣∣νiju ∣∣ · 2−m ≤
≤ ‖UU‖∞ ·#{(i, j, k, l) ∈ �×� | UUkl

ij 6= 1} · sup |νiju | · 2−m ≤

≤ 2γ1m · 24 1
2
mδ · 2−

3
4
m · 2−m ≤ 2(2 3

4
+γ1−α)m.

Recall Remark 5: for R = M2(1 + µ1)2m · mδ + 1, any quartet (i, j, k, l) such that

(i, j) ∈ � and (k, l) ∈ R2 \�R or (i, j) ∈ R2 \�R and (k, l) ∈ �

SSklij ≡ 0, SUkl
ij ≡ 0, USklij ≡ 0, UUkl

ij ≡ 0.

Since
◦
UUklij ≡ 0 for all (i, j, k, l) ∈ � × (R2 \ �) ∪ (R2 \ �) × � we may write for the

second term(∑
R2\�

∑
�

+
∑
�

∑
R2\�

)∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · |πy(Ω2
kl)| =

=
(∑
R2\�

∑
�

+
∑
�

∑
R2\�

)∣∣UUkl
ij

∣∣ · ∣∣νiju ∣∣ · |πy(Ω2
kl)| =

=
(∑
�R\�

∑
�

+
∑
�

∑
�R\�

)∣∣UUkl
ij

∣∣ · ∣∣νiju ∣∣ · |πy(Ω2
kl)| ≤

≤ 21−m#
{

(i, j, k, l) ∈ �× (�R \�) ∪ (�R \�)×�
}
· ‖UU‖∞ · sup |νiju | ≤

≤ 21−m · 24m(1 + µ1)2m ·M2m
5δ · 2γ1m · 2−

3
4
m ≤ m22( 9

4
+γ1−α)m,
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where γ2 = 5
2

+ γ1 − α + 2 log(1 + µ1). Finally, for the last term we calculate∑
R2\�

∑
R2\�

∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ · 2−m ≤ 2−m ·
∑
R2\�

∑
R2\�

(∣∣UUkl
ij

∣∣+
∣∣ ◦UUklij ∣∣) · ∣∣νiju ∣∣ ≤

≤ 2−m · 2M1(1 + µ1)2m‖UU‖∞
∑
R2\�

|νiju | ≤ (1 + µ1)2m · 2γ1m.

Summing up,

‖(UU−
◦
UU)ν‖Ω2,L1

≤ m22(2 3
4

+γ1)δ‖ν‖1.

The upper bound for the supremum norm is easy:

‖(UU−
◦
UU)ν‖∞ = sup

z

∥∥∥∑
kl

∑
ij

(UUkl
ij −

◦
UUklij )ν

ij
u χ

u
Ω2
kl

(z)
∥∥∥ ≤

≤ 1

inf |πx(Ω2
kl)|
· sup

kl

∑
ij

∣∣UUkl
ij −

◦
UUklij

∣∣ · ∣∣νiju ∣∣ ≤
≤ 2‖UU‖∞

inf |πx(Ω2
kl)|
·
∑
ij

|νiju | ≤ 2(γ1+2)m+1.

Then

max(‖(UU −
◦
UU)ν‖Ω2,L1

, 2−
3
4
m‖(UU −

◦
UU)ν‖∞) ≤ 2(2 3

4
+γ1)δ‖ν‖1.

�

Let Υ be a chain of partitions associated to the sequence η ∈ Σδ. Let Ω1 = Υk,

Ω2 = Υk+1, and Ω3 = Υk+2 be three consecutive partitions from the chain Υ. Consider

the sequence ξ
def
= σ2m(k−1)η (See definition of the chain Υ in subsection 4.3, p. 8).

Let A : XΩ1 → XΩ2 be a linear operator, approximating the operator P 2
ξ∗, defined

according to (34). Consider Cone (1,Ω1) ⊂ XΩ1 and Cone
(

2( 3
4

+γ1−α)m,Ω2
)
⊂ XΩ2 ;

defined according to the general definition from p. 8.

Cone
(
1,Ω1

) def
=
{
ν = ( 0

d )χ� + ψ, ψ ∈ Ω1, ‖ψ‖1 ≤ d,
∑
�

ψiju = 0
}

; (76)

Cone
(

2( 3
4

+γ1−α)m,Ω2
)

def
=
{
ν = ( 0

d )χ� + ψ, ψ ∈ Ω2, ‖ψ‖2 ≤ d2(γ1+ 3
4
−α)m,

∑
�

ψiju = 0
}
.

(77)

Theorem 3 (Preliminary Dynamo Theorem). In the notations introduced above for

arbitrary partition Ω3 of the class G(m, δ),

A : Cone
(
1,Ω1

)
→ Cone

(
2( 3

4
+γ1−α)m,Ω2

)
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Proof. Consider a piecewise constant vector field ν ∈ Cone (1,Ω1). By definition of the

Cone (1,Ω1), we may write ν = ( 0
d )χ� +ψ, where ‖ψ‖ ≤ d and

∑
�
ψiju = 0. We deduce

‖νs‖ = ‖ψs‖ ≤ d and ‖ψu‖ ≤ d. Moreover, since

∫
�

◦
UUψu =

∫
�

∑
�

∑
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl

=
∑
�

∫
�

∑
kl

ψiju χ
u
Ω2
kl

=

=
∑
�

ψiju

∫
�

∑
�

1

|πx(Ωkl)|
χΩ2

kl
=
∑
�

ψiju
∑
�

|πy(Ω2
kl)| = 2m+1

∑
�

ψiju . (78)

We conclude that the condition
∫
�

◦
UUψu = 0 is equivalent to

∑
�

ψiju = 0 (79)

By definition of A we write

Aν =
∑
ij

A
(
νijs χ

s
Ω1
ij

+ νiju χ
u
Ω1
ij

)
=

=
∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju

(
USklijχ

s
Ω2
kl

+ UUkl
ij χ

u
Ω2
kl

))
=

=
∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju US

kl
ijχ

s
Ω2
kl

)
+

+
∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju χ

u
Ω2
kl

+
∑
kl

∑
ij

◦
UUklijν

ij
u χ

u
Ω2
kl
. (80)

By Lemma 6.19 we know

∥∥∥∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju χ

u
Ω2
kl

∥∥∥
2
≤ 22 3

4
+γ1−αd. (81)

Using the third equality of Lemma 6.18, we get (recall γ2 = γ1 +21
4

+2 log2(1+µ1)−α)

∥∥∥∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju US

kl
ijχ

s
Ω2
kl

)∥∥∥
Ω2,L1

≤ 3 · 2γ2md.
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The supremum norm estimate is similar to the supremum norm of A

sup
z

∣∣∣∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

(z) + SUkl
ij χ

u
Ω2
kl

(z)
)

+ νiju US
kl
ijχ

s
Ω2
kl

(z)
)∣∣∣ ≤

≤ 1

inf |πx(Ω2
kl)|

sup
kl

∣∣∣∑
ij

(
νijs
(
SSklij + SUkl

ij

)
+ νiju US

kl
ij

)∣∣∣ ≤
≤ 1

inf |πx(Ω2
kl)|
· (‖SS‖∞ + ‖SU‖∞ + ‖US‖∞) ·

(∑
ij

(|νijs |+ |νiju |)
)
≤

≤ 2m · 4 · 2γ1m · 2md ≤ 22+(2+γ1)md.

Thus

∥∥∥∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju US

kl
ijχ

s
Ω2
kl

)∥∥∥
2
≤

≤ max(22+( 3
2

+γ1)m, 3 · 2γ2m)d = 3 · 2γ2md. (82)

We expand νu = dχ� + ψu and observe, using Lemma 6.1 and equality (39)

◦
UUχ� =

∑
�

∑
�

◦
UUklijχΩ2

kl
= 22mχ�. (83)

By definition of the (Ω2,L1)-norm,

∥∥∥χuΩ2
kl

∥∥∥
Ω2,L1

=
2−m

|πy(Ωkl)|

∫
Ω2
kl

χΩ2
kl

(z)

|πx(Ω2
kl)|

dz = 2−m.

Using (79), we calculate the norm∥∥∥∑
kl

∑
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤
∥∥∥∑

�

∑
�

◦
UUklijψ

ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

+ (84)

+
∥∥∥(∑

R2\�

∑
�

+
∑
�

∑
R2\�

+
∑
R2\�

∑
R2\�

) ◦
UUklijψ

ij
u χ

u
Ω2
kl

∥∥∥
Ω2,L1

≤

≤ 2−m
∑
�

∣∣∣∑
�

ψiju

∣∣∣+ 2−m
∑
R2\�

∑
R2\�

|
◦
UUklij | · |ψiju | · |πy(Ω2

kl)| ≤

≤ 2−m(1 + µ1)2m sup
R4\�×�

|
◦
UUklij | · sup |ψiju | ≤ 2−m(1 + µ1)2m · 2γ1m · d2−m/2 ≤

≤ d2−3m/2(1 + µ1)2m · 2γ1m. (85)
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We shall estimate the supremum norm as well

sup
z

∣∣∣∑
kl

sup
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl

(z)
∣∣∣ ≤ 1

|πx(Ω2
kl)|

sup
kl

∣∣∣∑
ij

◦
UUklijψ

ij
u

∣∣∣ ≤
≤ 1

|πx(Ω2
kl)|
· sup |

◦
UUklij | ·

∑
ij

|ψiju | ≤ d(1 + µ)2m · 22m.

Then∥∥∥∑
kl

∑
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl

∥∥∥
Ω2
≤

≤ d ·max
(
2−3m/2(1 + µ1)2m · 2γ1m, (1 + µ)2m · 23m/2

)
= d(1 + µ)2m · 23m/2. (86)

Now we substitute (81), (82), and (83) to (80) and obtain Aν = d22mχ� +ψ1, where

ψ1 =
∑
ij

∑
kl

(
νijs
(
SSklijχ

s
Ω2
kl

+ SUkl
ij χ

u
Ω2
kl

)
+ νiju US

kl
ijχ

s
Ω2
kl

)
+

+
∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju χ

u
Ω2
kl

+
∑
kl

∑
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl
. (87)

with the norm (recall γ2 = γ1 + 9
4

+ 2 log2(1 + µ1)− α).

‖ψ1‖Ω2 ≤ d2γ2m + d2(2 3
4

+γ1−α)m + d(1 + µ)2m2
3
2
m ≤ d21+(2 3

4
+γ1−α)m ≤

≤ d‖
◦
UUχ�‖Ω2 · 2( 3

4
+γ1−α)m.

We would like to write ψ1
y as a sum ψ1

y = bχ� + φ with
∫
�

◦
UUφ = 0. We may choose

b =

∫
�

◦
UUψ1

y∫
�

◦
UUχ�

. (88)

Using (83) we get
∫
�

◦
UUχ� = 22m+2. Using (87) we get

ψ1
y =

∑
kl

∑
ij

νijs SU
kl
ij χ

u
Ω2
kl

+
∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju χ

u
Ω2
kl

+
∑
kl

∑
ij

◦
UUklijψ

ij
u χ

u
Ω2
kl
. (89)

Apply (78) to ψ1
y∫

�
ψ1
y = 2m+1

∑
kl

∑
ij

(
SUkl

ij ν
ij
u +

(
UUkl

ij −
◦
UUklij

)
νiju +

◦
UUklijψ

ij
u

)
.

We may obtain an upper bound∣∣∣∫
�
ψ1
y

∣∣∣ ≤ 2m+1
(∣∣∣∑

kl

∑
ij

SUkl
ij ν

ij
s

∣∣∣+
∣∣∣∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju

∣∣∣+
∣∣∣∑
kl

∑
ij

◦
UUklijψ

ij
u

∣∣∣).
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From Lemma 6.19 it follows that∣∣∣∑
kl

∑
ij

(
UUkl

ij −
◦
UUklij

)
νiju

∣∣∣ ≤ 2m · 2(2 3
4

+γ1−α)md.

Using (85) we deduce∣∣∣∑
kl

∑
ij

◦
UUklijψ

ij
u

∣∣∣ ≤ d(1 + µ)2m · 2−
m
2 · 2γ1m(1 + µ)2m.

From the third part (6.18.2) of Lemma 6.18 we get∣∣∣∑
ij

∑
kl

SUkl
ij ν

ij
s

∣∣∣ ≤ 2(γ2+1)md.

Summing up the last three together, we get∣∣∣∫
�
ψ1
y

∣∣∣ ≤ 3d · 2(3 3
4

+γ1−α)m. (90)

We conclude that the ratio (88) is bounded by b ≤ 2(1 3
4

+γ1−α)m � 22m.

ThereforeAν = d(22m+b)( 0
1 )χ�+( ψ

1
x
φ

) ∈ Cone
(

2( 3
4

+γ1−α)m,Ω2
)

and ‖Aν‖ ≥ d22m−1.

�

7. An invariant cone for the operator W δ
2m
P 2
t∗W δ

2m

The main goal of this Section is to get rid of the dependence of the sequence in the

Preliminary Dynamo Theorem. We exploit properties of the Weierstrass transform,

and construct an invariant cone for the operator W δ
2m
P 2
t∗W δ

2m
, which is independent of

the choice of ‖t‖ ≤ δ = 2−mα.

7.1. Discretization and the Weierstrass transform toolbox. In this Subsection

we establish the fact that the image of the Weierstrass transform may be very well ap-

proximated by piecewise-constant vector fields associated to some canonical partition.

Two-dimensional discretization operator on vector fields on the real plane, associated

to a partition Ω, we define by

DΩ : L(R2) ∩ L∞(R2)→ X DΩv
def
=
∑
ij

(
dijs χ

s
Ωij

+ diju χ
u
Ωij

)
, (91)

where

dijs
def
=

1

|πy(Ωij)|

∫
Ωij

vs and diju
def
=

1

|πy(Ωij)|

∫
Ωij

vu. (92)

In this section we assume that Ω1, Ω2, and Ω3, are three arbitrary partitions of the

class G(m, δ), defined on p. 9. In particular, all three partitions satisfy Lemma 4.2.
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Lemma 7.1. Let ν ∈ X be a bounded vector field with absolutely integrable components

in R2. Then there exists a constant γ3 > 0, that depends on δ and on the size of

partition elements, such that

‖W δ
m
ν −DΩ2W δ

m
ν‖2 ≤ 2−γ3m‖ν‖1.

One may choose γ3 = 1− log2 δ
m

+ 2 log2 m
m

= 1− α + 2 log2 m
m

< 1− α + γ1.

Proof. We shall show that the inequality holds true for any bounded and integrable

function f : R2 → R first. We may write by definition

Wδf(z) =

∫
R2

wδ(z − t)f(t)dt,

and for the discretization operator we have that

DΩ2Wδf(z) =
∑
ij

1

|πy(Ω2
ij)|

∫
Ω2
ij

∫
R2

wδ(s− t)f(t)dtds · χuΩ2
ij

(z) =

=

∫
R2

f(t)
∑
ij

1

|Ω2
ij|

∫
Ω2
ij

wδ(s− t)ds · χΩ2
ij

(z)dt.

Therefore, (Ω2,L1) norm may be bounded as following:

‖Wδf −DΩ2Wδf‖Ω2,L1
=
∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣Wδf(z)−WδDΩ2f(z)
∣∣dz =

=
∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣∫
R2

f(t)
(
wδ(z − t)−

∑
kl

1

|Ω2
kl|

∫
Ω2
kl

wδ(s− t)ds · χΩ2
kl

(z)
)

dt
∣∣∣dz ≤

≤
∫
R2

|f(t)|
∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣wδ(z − t)−∑
kl

1

|Ω2
kl|

∫
Ω2
kl

wδ(s− t)ds · χΩ2
kl

(z)
∣∣∣dzdt ≤

≤
∫
R2

|f(t)|dt ·sup
t

∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣wδ(z−t)−∑
kl

1

|Ω2
kl|

∫
Ω2
kl

wδ(s−t)ds ·χΩ2
kl

(z)
∣∣∣dz ≤

≤
∫
R2

|f(t)|dt · sup
t

∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣wδ(z − t)− 1

|Ω2
ij|

∫
Ω2
ij

wδ(s− t)ds
∣∣∣dz ≤

≤
∫
R2

|f(t)|dt · sup
t

∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣max
z
wδ(z − t)−min

z
wδ(z − t)

∣∣∣dz. (93)
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We have to find an upper bound for the last term:

sup
t

∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣max
s∈Ω2

ij

wδ(s− t)− min
s∈Ω2

ij

wδ(s− t)
∣∣∣dz ≤

≤ 2−m sup
t

∑
ij

|πx(Ω2
ij)| ·

∣∣max
z∈Ω2

ij

wδ(z − t)− min
z∈Ω2

ij

wδ(z − t)
∣∣ ≤

≤ 2−m sup
t

∑
ij

|πx(Ω2
ij)| · |diam(Ω2

ij)| · sup
z∈Ω2

ij

|∇zwδ(z − t)| =

= 2−m sup
t

∑
ij

|diam(Ω2
ij)|

|πy(Ω2
ij)|

· sup
z∈Ω2

ij

|∇zwδ(z − t)| · |Ω2
ij| ≤

≤ 2−m sup
ij

|diam(Ω2
ij)|

|πy(Ω2
ij)|

· sup
t

∑
ij

sup
z∈Ω2

ij

|∇zwδ(z − t)| · |Ω2
ij| ≤

≤ 2−m sup
ij

|diam(Ω2
ij)|

|πy(Ω2
ij)|

·
∫
R2

|∇zwδ(z)|dz ≤ 2−m

δ
sup
ij

|diam(Ω2
ij)|

|πy(Ω2
ij)|

. (94)

Therefore substituting (94) to (93) we conclude

‖Wδf −DΩ2Wδf‖Ω2,L1
≤

sup |πy(Ω1
ij)|

δ
· sup

kl

|diam(Ω2
kl)|

|πy(Ω2
kl)|
‖f‖Ω1,L1

. (95)

Similarly, for the supremum norm

‖DΩ2Wδνs −Wδνs‖∞ =

= sup
s

∣∣∣∫
R2

wδ(s− t)νs(t)dt−
∑
ij

1

|Ω2
ij|

∫
R2

wδ(z − t)dtdzχΩ2
ij

(s)
∣∣∣ =

= sup
ij

sup
s∈Ω2

ij

∣∣∣∫
R2

wδ(s− t)νs(t)dt−
1

|Ω2
ij|

∫
Ω2
ij

∫
R2

wδ(z − t)νs(t)dtdz
∣∣∣ =

= sup
ij

∣∣∣max
s∈Ω2

ij

∫
R2

wδ(s− t)νs(t)dt− min
s∈Ω2

ij

∫
R2

wδ(s− t)νs(t)dt
∣∣∣ ≤

≤ sup
Ω2
ij

∫
γ(Ω2

ij)

∣∣∇ ∫
R2

wδ(s− t)νs(t)dt
∣∣ds, (96)
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where γ(Ω2
ij) is a line segment connecting the points of maxima and minima of the

integrand in Ω2
ij. We proceed therefore

‖DΩ2Wδνs −Wδνs‖∞ ≤ sup diam(Ω2
ij) · sup

s

∣∣∣∇s

∫
R2

wδ(s− t)νs(t)dt
∣∣∣ ≤

≤ sup diam(Ω2
ij) · sup |ν| · sup

s

∫
R2

∣∣∣∇swδ(s− t)
∣∣∣dt ≤

≤ sup diam(Ω2
ij) · sup |ν| ·

∫
R2

1

π2δ4

√
t2x + t2y · e

−
t2x−t

2
y

2δ2 dt ≤

≤
sup diam(Ω2

ij)

πδ
‖ν‖∞. (97)

We put (95) and (97) together, and conclude that we may find a constant γ3 > 0 such

that

max
(m sup |πy(Ω1

ij)|
δ

· sup
kl

|diam(Ω2
kl)|

|πy(Ω2
kl)|

,
m sup diam(Ω2

ij)

δ

)
= 2−γ3m.

�

Remark 10. It follows from the properties of partitions of the class G(m, δ), Lemma 4.2,

that γ3 < 1− α and it may be chosen arbitrary close to 1− α.

Lemma 7.2. Let Ω be a partition of R2 the class G(m, δ). Then

‖Wδχ� −DΩWδχ�‖Ω ≤ 2−m/4; (7.2.1)

‖Wδχ� − χ�‖Ω ≤ 2−m/4. (7.2.2)

Proof. We start with the first inequality. The upper bound for the supremum norm

is trivial. Indeed, observe that for any non-negative integrable function f and any

element Ωij

sup
Ωij

f ≥ 1

|Ωij|

∫
Ωij

f > 0,

and, consequently,

sup
Ωij

∣∣∣f − 1

|Ωij|

∫
Ωij

f
∣∣∣ ≤ sup

Ωij

|f |.

Therefore

sup
z

∣∣∣∫
�
wδ(z − t)dt−

∑
ij

1

|Ωij|

∫
Ωij

∫
�
wδ(z − t)dtdsχΩij(z)

∣∣∣ =

= sup
ij

sup
z∈Ωij

∣∣∣∫
�
wδ(z−t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s−t)dtds

∣∣∣ ≤ sup
ij

sup
z∈Ωij

∣∣∣∫
�
wδ(z−t)dt

∣∣∣≤ 1.
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Now we consider (Ω,L1)-norm. Let k be such that ek > 2m and k < m. Introduce

three sets of indices:

r1 : = {(i, j) ∈ Z2 | Ωij ⊂ �1−kδ};

r2 : = {(i, j) ∈ Z2 | Ωij ⊂ �1+kδ, Ωij 6⊂ �1−kδ};

r3 : = {(i, j) ∈ Z2 | Ωij 6⊂ �1+kδ}.

We split the sum of integrals in three parts:

∑
kl

2−m

|πy(Ωkl|

∫
Ωkl

∣∣∣∫
�
wδ(z − t)dt−

∑
ij

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtdsχΩij(z)

∣∣∣dz =

∑
ij

2−m

|πy(Ωij|

∫
Ωij

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣dz
=
(∑

r1

+
∑
r2

+
∑
r3

) 2−m

|πy(Ωij|

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣dz.
(98)

We estimate the three sums separately.

Observe that for any (i, j) ∈ r1 and any z ∈ Ωij ⊂ �1−kδ

1 >

∫
�
wδ(z − t)dt =

∫
�−z

wδ(t)dt ≥
∫ kδ

−kδ

∫ kδ

−kδ
wδ(t)dtxdty =

∫ k

−k

∫ k

−k
w1(t)dt ≥ 1− 4e−k.

Therefore

∑
r1

2−m

|πy(Ωij)|

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣dz ≤
≤
∑
r1

2−m

|πy(Ωij)|

∫
Ωij

∣∣∣1− 1

|Ωij|

∫
Ωij

(1− 4e−k)
∣∣∣dz ≤ 2−m

inf |πy(Ωij)|
∑
r1

4e−k|Ωij| ≤

≤ (1− kδ)2

2mek inf |πy(Ωij)|
≤ sup diam|Ωij|. (99)
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Observe that for any (i, j) ∈ r2 and any z ∈ Ωij

sup
z∈Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣ ≤
≤ sup

z∈Ωij

∣∣∣∇z

∫
�
wδ(z − t)dt

∣∣∣ · diam(Ωij) ≤ sup
z∈Ωij

∫
�

∣∣∣∇zwδ(z − t)
∣∣∣dt · diam(Ωij) =

= sup
z∈Ωij

∫
�

1

π2δ4

√
(zx − tx)2 + (zy − ty)2 · e−

(zx−tx)2−(zy−ty)2

2δ2 dt · diam(Ωij) ≤

≤ sup
z∈Ωij

∫
�

1

π2δ4

(
|zx − tx|+ |zy − ty|

)
· e−

(zx−tx)2−(zy−ty)2

2δ2 dt · diam(Ωij) ≤
4diam(Ωij)

π2δ
.

Therefore∑
r2

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds · χΩij(z)

∣∣∣dz ≤
≤
∑
r2

|Ωij|
4diam(Ωij)

δ
≤
(
(1+kδ)2−(1−kδ)2

)4 sup diam(Ωij)

δ
≤ 16k sup diam(Ωij).

(100)

Finally, for the third term we cut r3 into squared annuli

ain : = {(i, j) ∈ r1, | Ωij ⊂ �1+(k+n)δ, Ωij 6⊂ �1+(k+n−1)δ}.

Obviously,
∞⋃
n=0

ain = r1, and
∑
ain

|Ωij| ≤ 2δ + δ2(2k + 2n− 1). Therefore,

∑
r1

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣dz =

=
∞∑
n=0

∑
ain

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣dz =

=
∞∑
n=0

∑
ain

|Ωij| · sup
z∈Ωij

∣∣∣∫
�
wδ(z − t)dt−

1

|Ωij|

∫
Ωij

∫
�
wδ(s− t)dtds

∣∣∣ ≤
≤

∞∑
n=0

∑
ain

|Ωij| · diam(Ωij) · sup
z∈Ωij

∫
�

∣∣∣∇zwδ(z − t)
∣∣∣dt ≤

≤
∞∑
n=0

∑
ain

|Ωij| · diam(Ωij) ·
4

π2δ
· e−

(k+n)2

2 ≤ 4 sup diam(Ωij). (101)

Substituting up (99), (100), and (101) to (98):

‖W δ
m
χ� −DΩW δ

m
χ�‖Ω < 32m sup diam(Ωij).
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We conclude, using the second part of Lemma 4.2: Ωij ⊂ Rec(21−m, 21−m)

‖Wδχ� −DΩWδχ�‖Ω ≤ max(32m sup diam(Ωij), 2
−m/4) = 2−m/4.

Now we consider the second inequality (7.2.2). Obviously, ‖Wδχ� − χ�‖∞ ≤ 1. We

proceed to the weighted (Ω,L1)-norm. We shall show that

‖Wδχ� − χ�‖Ω,L1 =
∑
ij

2−m

|πy(Ωij)|

∫
Ωij

|Wδχ� − χ�| ≤
12δ

2m inf |πy(Ωij)|
. (102)

By straightforward calculation

∑
ij

2−m

|πy(Ωij)|

∫
Ωij

|Wδχ� − χ�| =
∑
ij

2−m

|πy(Ωij)|

∫
Ωij

∣∣∣∫
�
wδ(z − t)dt− χ�(z)

∣∣∣dz ≤
≤ 2−m

inf |πy(Ωij)|
·
(∫

R2\�

∣∣∣∫
�
wδ(z − t)dt

∣∣∣dz +

∫
�

∣∣∣∫
�
wδ(z − t)dt− 1

∣∣∣dz). (103)

Recall the error function

erf(z) : =

∫ z

0

2√
π
e−

x2

2 dx;

and its antiderivative ∫
erf(z)dz = z erf(z) +

e−z
2

√
π
.

We estimate each of two terms of (103) separately.∫
�

1√
2πδ

e−
(x1−t1)2

2δ2 dx1dt1 =

=

∫ 1

−1

∫ 1−t1

−1−t1

1√
2πδ

e−
x2
1

2δ2 dx1dt1 =

∫ 1

−1

∫ 1−t1√
2δ

−1−t1√
2δ

1√
π
e−x

2
1dx1dt1 =

=
1

2

∫ 1

−1

(∫ 1−t1√
2δ

0

2√
π
e−x

2
1dx1 +

∫ 1+t1√
2δ

0

2√
π
e−x

2
1dx1

)
dt1 =

=
1

2

∫ 1

−1

erf
(1− t1√

2δ

)
+ erf

(1 + t1√
2δ

)
dt1 =

=
δ√
2

(∫ √2/δ

0

erf(z)dz −
∫ 0

−
√

2/δ

erf(z)dz
)

=

=
δ√
2

((
z erf(z) +

e−z
2

√
π

)∣∣∣√2/δ

0
−
(
z erf(z) +

e−z
2

√
π

)∣∣∣0
−
√

2/δ

)
=

= 2 erf
(√2

δ

)
+

√
2

π
δ(e−2/δ2 − 1) ≥ (2− δ)(1− e−2/δ2

).
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Therefore for the first term of (103) we have

∫
�

∣∣∣∫
�
wδ(z − t)dt− 1

∣∣∣dz =

∫
�

(
1−

∫
�
wδ(z − t)dt

)
dz =

= 4−
(∫

�

1√
2πδ

e−
(x1−t1)2

2δ2 dx1dt1

)2

≤ 4− (2− δ)2(1− e−2/δ2

)2 ≤ 4δ. (104)

We claim ∫
R2\�

∫
�
wδ(z − t)dtdz ≤ 8δ. (105)

Indeed, using approximation erf(x) = 1− 2√
π

∫∞
x
e−x

2
dx ≥ 1− e−x for large x,

∫ 1

−1

∫ +∞

1

1√
2πδ

e−
(x1−t1)2

2δ2 dx1dt1 =
1

2

∫ 1

−1

∫ +∞

1−t1√
2δ

√
2πe−x

2
1dx1dt1 =

= 1− 1

2

∫ 1

−1

erf
(1− t1√

2δ

)
dt1 = 1 +

1

2

∫ 0

−
√

2/δ

erf(z)dz = 1 +
1

2

(
z erf(z) +

e−z
2

√
π

)∣∣∣0
−
√

2/δ
=

= 1 +
1

2

( 1√
π
−
√

2

δ
erf
(√2

δ

)
− e−2/δ2

√
π

)
≤ 1−

(
1− e−2/δ2)

+
δ√
2π
− e−2/δ2

√
2π
≤ δ.

Therefore, ∫ +∞

1

∫ +∞

1

∫
�
wδ(z − t)dtdz ≤ 4δ2;

and, similarly, ∫ +∞

1

∫ 1

−1

∫ 1

−1

∫ 1

−1

wδ(z − t)dtdz ≤ 2δ.

The claim (105) follows and hence the inequality (102). �

Lemma 7.3. Let Ω1 and Ω2 be two arbitrary partitions of R2 of the class G(m, δ).

Then An upper bound for the norm of the Weiertstrass transform is given by

‖Wδν‖2 ≤ sup |πy(Ω2
kl)| · sup |πx(Ω1

ij)| ·m2Nδ

δ2
· ‖ν‖1.

Proof. Consider a function f ∈ L1(R2) ∩ L∞(R2) with ‖f‖Ω1 = 1. Then

∑
ij

2−m

|πy(Ω1
ij)|

∫
Ω1
ij

|f | ≤ 1; sup |f | ≤ 2
m
4 .
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By straightforward calculation

‖Wδf‖Ω2,L1
=
∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣∑
kl

∫
Ω1
kl

wδ(z − t)f(t)dt
∣∣∣dz ≤

≤ 2−m
∑
kl

∫
Ω1
kl

|f(t)|
∑
ij

1

|πy(Ω2
ij)|

∫
Ω2
ij

wδ(z − t)dzdt ≤

≤ 2−m
∑
kl

∫
Ω1
kl

|f(t)|
( ∑
|Ω1
kl−Ω2

ij |>mδ

+
∑

|Ω1
kl−Ω2

ij |<mδ

) 1

|πy(Ω2
ij)|

∫
Ω2
ij

wδ(z − t)dzdt.

(106)

We have to estimate two sums separately. We know that ‖wδ‖∞ ≤ 1
δ2 ; thus

1

|πy(Ω2
ij)|

∫
Ω2
ij

wδ(z − t)dz ≤
|πx(Ω2

ij)|
δ2

.

Therefore, since for a fixed Ω1
kl, the total number of elements of another partition Ω2

ij

satisfying |Ω2
ij − Ω1

kl| < mδ is bounded by m2Nδ:∑
|Ω1
kl−Ω2

ij |<mδ

1

|πy(Ω2
ij)|

∫
Ω2
ij

wδ(z − t)dz ≤ sup |πx(Ω2
ij)| ·m2 · Nδ

δ2
. (107)

We also observe that for any t ∈ Ω1
kl∑

|Ω1
kl−Ω2

ij |>mδ

1

|πy(Ω2
ij)|

∫
Ω2
ij

wδ(z−t)dz ≤
1

inf |πy(Ω2
ij)|

∫
R2\�1+mδ

wδ(z−t)dz ≤
4e−m

inf |πy(Ω2
ij)|

.

(108)

Substituting (107) and (108) to (106) we get

‖Wδf‖Ω2,L1
= 2−m

∑
kl

∫
Ω1
kl

|f(t)|
( 4e−m

inf |πy(Ω2
ij)|

+ sup |πx(Ω2
ij)| ·m2Nδ

δ2

)
dt ≤

≤ sup |πx(Ω2
ij)| · sup |πy(Ω1

kl)| ·m2Nδ

δ2
‖f‖Ω1,L1

.

The upper bound of the supremum norm is easy

‖Wδf‖∞ = sup
z∈R2

∣∣∣∫
R2

wδ(z − t)f(t)dt
∣∣∣ ≤ sup

z∈R2

|f(z)|.

The upper bound for the vector fields follows immediately.

�
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7.2. Constructing an invariant cone. In this Subsection we use approximations we

obtained earlier and two cones constructed for the operator A (Section 6, Theorem 3)

to get an invariant cone in the space X for the operator W δ
2m
P 2
ξ∗W δ

2m
. The main result

is Theorem 4. We shall prove two Lemmas first.

Lemma 7.4. There exists γ4 > 0 such that for any ν ∈ Cone
(

2( 3
4

+γ1−α)m,Ω1
)

and for

arbitrary partition Ω2 of R2 of the class G(m, δ):

‖DΩ2Wδν‖2 ≥ (1− 2−γ4m)‖ν‖1.

(See p. 8 for a general definition of a cone in X.)

Proof. Let ν ∈ XΩ2 be a bounded and integrable vector field. Then similarly to

one-dimensional case, by Lemma 7.3

‖W δ
m
ν‖Ω2,L1

=
∑
ij

2−m

|πy(Ω2
ij)|

∫
Ω2
ij

∣∣∣∫
R2

wδ(z − t)ν(t)dt
∣∣∣dz ≤

≤ sup |πy(Ω2
kl)| · sup |πx(Ω2

ij)| ·m4Nδ

δ2
· ‖ν‖Ω1,L1

.

By Lemma 7.2 we know that

‖Wδ( 0
1 )χ� −DΩ2Wδ( 0

1 )χ�‖2 ≤ 2−
m
4 .

Now we find a lower bound for the norm of ‖DΩ2Wδ( 0
1 )χ�‖Ω2 . Observe that the integral

over the unit square
∫
�wδ(z)dz ≥ 1− e−1/δ2

.

‖DΩ2Wδ( 0
1 )χ�‖2 ≥ ‖Wδ( 0

1 )χ�‖2 − ‖Wδ( 0
1 )χ� −DΩ2Wδ( 0

1 )χ�‖2 ≥ 1− 2−
m
4 − e−1/δ2

.

Consider ψ ∈ XΩ1 , with ‖ψ‖1 ≤ d2( 3
4

+γ1−α)m,
∫
�

◦
UUψu = 0. Then by Lemma 7.1

‖W δ
m
ψ −DΩ2W δ

m
ψ‖2 ≤ d · 2( 3

4
+γ1−γ3−α)m, (109)

where γ3 = 1− α + 2 log2 m
m

; and thus by Lemma 7.3

‖DΩ2W δ
m
ψ‖2 ≤ ‖W δ

m
ψ‖2 + d · 2( 3

4
+γ1−γ3−α)m ≤

≤ d · sup |πy(Ω2
ij)| · sup |πx(Ω1

ij)| ·
m2Nδ

δ2
+ d · 2( 3

4
+γ1−γ3−α)m. (110)

We use Lemma 7.2 and (109), to estimate the approximation error for the field Wδν:

‖W δ
m
ν −DΩ2W δ

m
ν‖2 ≤ d‖W δ

m
( 0

1 )χ� −DΩ2W δ
m

( 0
1 )χ�‖2 + ‖W δ

m
ψ −DΩ2W δ

m
ψ‖2 ≤

≤ d2−m/4 + d · 2( 3
4

+γ1−γ3−α)m.
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Observe that by Lemma 7.3, since ‖ψ‖ ≤ 2
3
4

+γ1−α,

‖W δ
m
ν‖2 = ‖dW δ

m
( 0

1 )χ� +W δ
m
ψ‖2 ≥ ‖dW δ

m
( 0

1 )χ�‖2 − ‖W δ
m
ψ‖2 ≥

≥ d(1− e−m2/δ2

)− sup |πy(Ω2
ij)| · sup |πx(Ω1

ij)| ·
Nδ

δ2
m2‖ψ‖1 ≥

≥ d(1− e−m2/δ2

)− d sup |πy(Ω2
ij)| · sup |πx(Ω1

ij)| · 2( 3
4

+γ1)mm
2Nδ

δ
.

Summing up altogether

‖DΩ2W δ
m
ν‖2 ≥ ‖W δ

m
ν‖2 − ‖W δ

m
ν −DΩ2W δ

m
ν‖2 ≥ d

(
1− 2−m/4 − e−m2/δ2)−

− d
(

sup |πy(Ω2
ij)| · sup |πx(Ω1

ij)| · 2( 3
4

+γ1)m · m
2Nδ

δ
+ 2( 3

4
+γ1−γ3−α)m

)
.

We know that ‖ν‖ ≤ d(1 + 2(γ1+ 3
4
−α)m). Hence

‖DΩ2Wδν‖ ≥ (1− 2−γ4m)‖ν‖,

where γ4 > 0 has been chosen such that

sup |πy(Ω2
ij)| · sup |πx(Ω1

ij)| · 2(γ1+ 3
4

)m · m
2Nδ

δ
+ 2( 3

4
+γ1−γ3−α)m ≤ 2−γ4m.

�

Remark 11. It follows from Lemma 4.2 and Remark 10 that we can choose the con-

stant γ4 to be 0 < γ4 <
1
4
− γ1 <

1
4
.

Proposition 7.1. Let Υ be a chain of partitions associated to the sequence η ∈ Σδ.

Let Ω1 = Υk and Ω2 = Υk+1 be two consecutive partitions from the chain Υ. Let

ξ
def
= σ2m(k−1)η Consider a linear operator A : XΩ1 → XΩ2, approximating the opera-

tor P 2
ξ∗, defined according to (34). Let Ω3 be another partition of the class G(m, δ).

DΩ3W δ
m
A : Cone (1,Ω1)→ Cone

(
2−γ4m,Ω3

)
.

(See p. 8 for definition of a cone and the chain Υ.)

Proof. According to Theorem 3 p. 45, A : Cone (1,Ω1) → Cone
(

2( 3
4

+γ1−α)m,Ω2
)

. We

may write then

Aν = 22m( 0
d )χ� + ψ, ψ ∈ XΩ2 , ‖ψ‖2 ≤ d2(2 3

4
+γ1−α)m,

∑
�

ψiju = 0.

By straightforward calculation

DΩ3W δ
m
Aν = 22mDΩ3W δ

m
( 0
d )χ� +DΩ3W δ

m
ψ.
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Using Lemma 7.1

‖DΩ3W δ
m
ψ −W δ

m
ψ‖3 ≤ 2−γ3m‖ψ‖2 ≤ d2(2 3

4
+γ1−γ3−α)m.

Thus introducing γ4 defined by Lemma 7.4 and using Lemma 7.3,

‖DΩ3W δ
m
ψ‖3 ≤ ‖W δ

m
ψ‖3 + ‖DΩ3W δ

m
ψ −W δ

m
ψ‖3 ≤

≤ d2(γ1+2 3
4

)m sup |πy(Ω3
ij)| · sup |πx(Ω2

ij)| ·m2Nδ

δ
+ d2(2 3

4
+γ1−γ3−α)m ≤ d2(2−γ4)m. (111)

By Lemma 7.2 we deduce

‖DΩ3W δ
m

( 0
1 )χ� − ( 0

1 )χ�‖3 ≤ 2−m/4

Thus we may conclude

d22mDΩ3W δ
m

( 0
1 )χ� = d22m( 0

1 )χ� + ϕ ∈ XΩ3 ,

where ‖ϕ‖3 ≤ d23m/2. Together with (111) we get the result. �

Theorem 4. Let Ω be a partition of R2 of the class G(m, δ); and let ‖ξ‖∞ ≤ δ be a

sequence of real numbers. There exists r1(m)� r2(m) and ε1(m)� ε2(m) such that

W δ
2m
P 2
ξ∗W δ

2m
: Cone (r1, ε1,Ω)→ Cone (r2, ε2,Ω) ( Cone (r1, ε1,Ω) .∥∥W δ

2m
P 2
ξ∗W δ

2m
|Cone(r1,ε1,Ω)

∥∥ ≥ 2m−5

(See p. 8 for definition of a cone in the space of vector fields).

Proof. Let Ω1 be a canonical partition for the map P 2
ξ . First of all we shall find a

number r1 such that for any η ∈ Cone (r1,Ω) we have DΩ1W δ
2m
η ∈ Cone (1,Ω1). We

may write η = ( 0
d )χ� + ψ, with

∑
� ψ

ij
y = 0 and ‖ψ‖Ω ≤ dr1. Then

DΩ1W δ
2m
η = ( 0

d )DΩ1W δ
2m
χ� +DΩ1W δ

2m
ψ;

and using Lemmas 7.1 and 7.3, we calculate

‖DΩ1W δ
2m
ψ‖1 ≤ ‖Wδψ‖1 + ‖DΩ1W δ

2m
ψ −W δ

2m
ψ‖1 ≤

≤
(

2−γ3m + 22−2mm4Nδ

δ2

)
‖ψ‖Ω ≤ 5dr1m

42−2mNδ

δ2
; (112)

Using Lemma 7.2, we calculate

‖DΩ1W δ
2m
χ� − χ�‖1 ≤ 21−m/4, (113)
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which implies DΩ1Wδ( 0
d )χ� = ( 0

d )χ�+ψ1, where ψ1 ∈ XΩ1 and ‖ψ1‖1 ≤ 21−m/4. Hence

DΩ1W δ
2m
η = ( 0

d )χ� +DΩ1W δ
2m
χ� + ψ1, where

‖DΩ1W δ
2m
χ� + ψ1‖1 ≤ dr1

(
m42−2mNδ

δ2
+ 21−m/4

)
.

In order to guarantee DΩ1W δ
2m
η ∈ Cone (1,Ω1) it is sufficient to choose r1 such that

m42−2mNδ

δ2
≤ 1

r1

.

We set

r1
def
=

22mδ2

4m4Nδ

. (114)

We can also notice using Lemma 7.1 that

‖DΩ1W δ
2m
η −W δ

2m
η‖1 ≤ dr12−γ3m.

Taking into accountDΩ1W δ
2m
η ∈ Cone (1,Ω1) we deduceW δ

2m
η ∈ Ĉone (1, r12−γ3m,Ω1).

We also observe that by Lemma 7.3 for any v = η + g ∈ Ĉone (r1, ε1,Ω) we have∥∥W δ
2m
g
∥∥ ≤ 4ε1m

2 Nδ

22mδ2
=

16ε1

m2r1

=: ε̃1.

We will be assuming that ε̃1 ≥ r12−γ3m. Then without loss of generality

W δ
2m

: Ĉone (r1, ε1,Ω)→ Ĉone (1, ε̃1,Ω) . (115)

Let A : XΩ1 → XΩ2 be a linear operator approximating P 2
ξ∗ and defined by (34), p. 15.

It follows from Theorem 3 p. 45, that A : Cone (1,Ω1)→ Cone
(

2( 3
4

+γ1−α)m,Ω1
)
⊂ XΩ2 ;

moreover, the norm is growing exponentially with number of iterations ‖A |Cone(1,Ω1) ‖ ≥ 22m−1.

In particular, we see that for any vector field ν ∈ Cone (1,Ω1),

‖Aν‖2 = ‖A(( 0
d )χ� + ψ)‖2 ≥ d‖A( 0

1 )χ�‖2 − ‖Aψ‖2 ≥ d22m
(
1− 2(γ1+ 3

4
−α)m

)
Consider a vector field v = ν + g ∈ Ĉone (1, ε̃1,Ω

1), where ν ∈ Cone (1,Ω1) ⊂ XΩ1 is

a piecewise constant part with the norm ‖ν‖1 ≤ d and ‖g‖1 < ε̃1d. Then by linearity

P 2
ξ∗v = P 2

ξ∗ν + P 2
ξ∗g. By inequality (6.17) of Lemma 6.17,

‖P 2
ξ∗g‖Ω ≤ m22m+2‖g‖1 ≤ mdε̃122m+2. (116)

By Proposition 6.3 for ν ∈ Cone (1,Ω1) ⊂ XΩ1

‖W δ
2m

(P 2
ξ∗ −A)ν‖Ω ≤ 8

sup diam(Ωij)

δ
22m‖ν‖1 ≤ d2m+4δ. (117)

We have decomposition

W δ
2m
P 2
ξ∗v = W δ

2m
P 2
ξ∗ν +W δ

2m
P 2
ξ∗g = W δ

2m
(P 2

ξ∗ −A)ν +W δ
2m
Aν +W δ

2m
P 2
ξ∗g. (118)
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We write W δ
2m
Aν and W δ

2m
P 2
ξ∗u as a sum of piecewise-constant part and a remainder

W δ
2m
Aν = ν1 + g1, where ν1 = DΩW δ

2m
Aν ∈ XΩ, and g1 = W δ

2m
Aν −DΩW δ

2m
Aν;

(119)

W δ
2m
P 2
ξ∗g=ν2 + g2, where ν2 = DΩW δ

2m
P 2
ξ∗g ∈ XΩ, and g2 =W δ

2m
P 2
ξ∗g −DΩW δ

2m
P 2
ξ∗g.

(120)

We estimate all four terms separately.

Using Lemmas 7.1 and 6.18, since ‖ν‖1 ≤ d, we get

‖g1‖Ω = ‖W δ
2m
Aν −DΩW δ

2m
Aν‖Ω ≤ 2−γ3m‖Aν‖Ω ≤ d2(2−γ3)m. (121)

By Lemmas 7.1 and 6.18, using ‖g‖1 ≤ dε̃1, and (116)

‖g2‖Ω = ‖W δ
2m
P 2
ξ∗g −DΩW δ

2m
P 2
ξ∗g‖Ω ≤ 2−γ3m‖P 2

ξ∗g‖Ω ≤ mdε̃12(2−γ3)m+2. (122)

Finally, using (116) and (122),

‖ν2‖Ω = ‖DΩW δ
2m
P 2
ξ∗g‖Ω ≤ ‖P 2

ξ∗g‖Ω + ‖W δ
2m
P 2
ξ∗g −DΩW δ

2m
P 2
ξ∗g‖Ω ≤

≤ mdε̃122m+2
(
1 + 2−γ3m

)
. (123)

We now need a lower bound for the norm of ν1 defined by (119). By Theorem 3 p. 45

we have Aν ∈ Cone
(

2( 3
4

+γ1−α)m,Ω1
)

, and Lemma 7.4 is applicable:

‖ν1‖Ω = ‖DΩW δ
2m
Aν‖Ω ≥ (1− 2−γ4m) · ‖Aν‖2 ≥ d22m

(
1− 2( 3

4
+γ1−α)m

)
(1− 2−γ4m).

(124)

We need to check that

ν1 + ν2 = DΩW δ
2m
Aν +DΩW δ

2m
P 2
ξ∗g ∈ Cone (r2,Ω) ; (125)

and to verify the inequality

‖g1‖Ω + ‖g2‖Ω + ‖W δ
2m

(P 2
ξ∗ −A)ν‖Ω ≤ ‖ν1 + ν2‖Ω · ε2. (126)

Consider a vector field ν = ( 0
d )χ�+ψ ∈ Cone (1,Ω1) with ‖ψ‖1 ≤ d and

∑
�
ψiju = 0. Us-

ing Theorem 3 p. 45 we writeAν = d22m( 0
1 )χ�+ϕ, where ϕ ∈ XΩ2 , and ‖ϕ‖2 ≤ 2(2 3

4
+γ1−α)m.

For the first inclusion (125), we expand DΩW δ
2m
Aν as following.

DΩW δ
2m
Aν = DΩW δ

2m
(d22m( 0

1 )χ� + ϕ) = d22mDΩW δ
2m

( 0
1 )χ� +DΩW δ

2m
ϕ =

= d22m( 0
1 )χ� + d22m

(
DΩW δ

2m
( 0

1 )χ� −W δ
2m

( 0
1 )χ� +W δ

2m
( 0

1 )χ� − ( 0
1 )χ�

)
+

+ (DΩW δ
2m
ϕ−W δ

2m
ϕ) +W δ

2m
ϕ.
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We see that by Lemma 7.2

d22m‖DΩW δ
2m

( 0
1 )χ� −W δ

2m
( 0

1 )χ�‖Ω ≤ d2
7
4
m; (127)

d22m‖W δ
2m

( 0
1 )χ� − ( 0

1 )χ�‖Ω ≤ d2
7
4
m. (128)

By Lemma 7.1 again, since ‖ϕ‖2 ≤ d2(2 3
4

+γ1−α)m

‖DΩW δ
2m
ϕ−W δ

2m
ϕ‖Ω ≤ d2(2 3

4
+γ1−γ3−α)m. (129)

Therefore we may write

DΩW δ
2m
Aν = d22m( 0

1 )χ� + ϕ ∈ XΩ, (130)

where

φ = d22m(DΩW δ
2m

( 0
1 )χ� − ( 0

1 )χ�) +DΩW δ
2m
ϕ ∈ XΩ;

with the norm that can be bounded using (127), (128) and (129)

‖φ‖Ω ≤ d22m‖DΩW δ
2m

( 0
1 )χ� − ( 0

1 )χ�‖Ω + ‖DΩW δ
2m
ϕ−W δ

2m
ϕ‖Ω + ‖W δ

2m
ϕ‖Ω ≤

≤ d
(

2
7
4
m+1 + 2(γ1+2 3

4
−α)m ·

(
2−γ3m + sup |πy(Ω2

kl)| · sup |πx(Ω1
ij)| ·m2Nδ

δ2

))
≤

≤ 4d · 2(2−γ4)m. (131)

Thus using (130) and (119), (120), we write

DΩW δ
2m
Aν +DΩW δ

2m
P 2m
ξ∗ g = ν1 + ν2 = d22m( 0

1 )χ� + φ+ ν2. (132)

Then the condition (125): ν1+ν2 ∈ Ĉone (r2, ε2,Ω) is equivalent to ‖φ+ν2‖Ω ≤ dr222m.

We see using (131) and (123) that

‖φ+ ν2‖Ω ≤ ‖φ‖Ω + ‖ν2‖Ω ≤ 4d · 2(2−γ4)m + 4dmε̃122m
(
1 + 2−γ3m

)
=

= 4d22m
(
2−γ4m +mε̃1

(
1 + 2−γ3m

))
(133)

Now recall the second inequality (126)

‖g1‖Ω + ‖g2‖Ω + ‖W δ
2m

(P 2
ξ∗ −A)ν‖Ω ≤ ε2‖ν1 + ν2‖Ω. (134)

We know already from (117), (121) and (122),

‖g1‖Ω+‖g2‖Ω+‖W δ
2m

(P 2
ξ∗−A)ν‖Ω ≤ d22m

(
2−γ3m+ε̃12−γ3m+2(α−1)m+1

)
≤ 3dε̃12(2−γ3)m.
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Using (124) and (123), we deduce, taking into account Remark 10 and Remark 11

γ3 < 1− α and γ4 <
1
4
− γ1, and α = 15

16
:

‖ν1 + ν2‖ ≥ d22m
(
1− 2( 3

4
+γ1−α)m

)(
1− 2−γ4m

)
− d22mε̃1

(
1 + 2−γ3m

)
≥

≥ d22m
(
1− 2( 3

4
+γ1−α)m − 2−γ4m − ε̃12−γ3m

)
≥ d22m

(
1− ε̃12−

m
24

)
(135)

Therefore (125) and (126) would follow from

3ε̃12−γ3m ≤ ε2

(
1− ε̃12−

m
24

)
(136)

2−γ4m + ε̃1 + ε̃12−γ3m < r2. (137)

Recall now that ε̃1 = 4ε1m
2 Nδ

22mδ2 . We may choose the following parameters for the

cones r2 = 2−m
1−α

4 = 2−
mα
64 , ε1 = 2−m

1−α
2 = 2−

mα
32 , and ε2 = 2−2m 1−α

2 = 2−
mα
16 . It is

clear that r2 � r1 = 22mδ2

4m4Nδ
and the second condition on the norm follows immediately

from (132), (133), and (134).

�

The proof of the existence of an invariant cone is complete. The fast dynamo theorem

in dimension two follows as shown in Section 5.
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