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Abstract
Let G/B be a flag variety over C, where G is a simple algebraic group with a simply laced Dynkin
diagram, and B is a Borel subgroup. We say that the product of classes of Schubert divisors in the
Chow ring is multiplicity free if it is possible to multiply it by a Schubert class (not necessarily of a
divisor) and get the class of a point. In the present paper we find the maximal possible degree (in
the Chow ring) of a multiplicity free product of classes of Schubert divisors.

1 Introduction

Let G be a simple algebraic group over C with a simply laced Dynkin diagram. Consider the generalized
flag variety G/B, where B C G is a Borel subgroup. We are going to study the Chow ring of G/B.

The Chow ring of G/B is generated (as a Z-algebra) by the classes of Schubert divisors in G/B
(actually, to define the Schubert divisors canonically, we need to first fix a maximal torus in B, which
canonically defines the root system, the Weyl group, and its action on G/B, so we assume that a
maximal torus in B is fixed until the end of the paper, although we will not need it explicitly). Denote
the classes of Schubert divisors by D1,...,D,, where 7 = rkG. We will be particularly interested in
monomials in classes D;. Let us say that a monomial D' ... Dl is multiplicity free if there exists a
Schubert class X (this is the class of a Schubert variety, not necessarily of a Schubert divisor) such
that Di*...D X = [pt]. Our goal is to answer the following question: What is the mazimal degree
(in the Chow ring) of a multiplicity-free monomial in D1,...,D, (i. e., what is the maximal value of
the sum ny + ...+ n, over all n-tuples ny,...,n, of nonnegative integers such that DI ...DI'" is a
multiplicity-free monomial?) This question is particularly interesting in the case when G is of type Fj,
because the answer may be used to compute upper bounds on the canonical dimension (see definition
in [6]) of G/B over non-algebraically-closed fields, similarly to the arguments of [5l, Section 5].

The answer to this question for Eg is 34, see Theorem [11.5] More generally, we will answer this
question for any simple group G with simply-laced Dynkin diagram. In particular, we also get an answer
for the "classical” variety of complete flags, i. e. for the case when G = SL, ;1. Namely, for a group of
type 4, (e. g. G = SL,41, the Weyl group in this case is the permutation group S,11) we get r(r+1)/2,
see Lemma, for a group of type D, (r > 4) we get r(r + 1)/2 — 1, see Proposition and for a
group of type E, (6 <r < 8) we get r(r + 1)/2 — 2, see Theorem The answer for type A, agrees
with the fact that the torsion index of SL,; is 1.

To explain how we are going to solve this question, let us introduce notation and terminology more
carefully. Recall that we have fixed a maximal torus, so we have a canonically defined root system.
Denote it by ®. Also, denote the simple roots by a1, ..., «,, denote the Weyl group by W, and denote
the reflection corresponding to a root o € ® by o,. Also, set d = dim(G/B). In G/B, one can associate
a so-called Schubert subvariety to any w € W. There are many different ways to establish such a
correspondence, we choose the following one: for each w € W, denote Z,, = [Bww~!B/B], where w is
the longest element of the Weyl group. Then codim Z,, = ¢(w), where £(w) is the length of an element
w € W. In other words, Z,, belongs to the ¢(w)th graded component of the Chow ring. This notation
corresponds to the notation for classes D; we introduced before as follows: Zoai =D;.

The classes of Z,, in Chow ring for all w € W form a basis of the Chow ring as of a linear space. The
highest possible, the dth degree, of the Chow group is Z-generated by Zy = [pt].



It is known (see, for example, [2, Proposition 1.3.6]) that all products of Schubert classes are linear
combinations of Schubert classes with nonnegative coefficients. In particular, if wy,...,w, € W and
lwy) + ...+ (wg) =d, then Z,, ... Z,, is a nonnegative integer multiple of [pt].

If we have several Schubert classes such that the sum of their dimensions is d, we say that their
product is multiplicity-free if it equals [pt], the class of a point, in the Chow ring. More generally, we say
that a product of Schubert classes Zy,,, ..., Zy, (w; € W) is multiplicity-free if there exists a Schubert
class Z,, (w € W) such that Zy,, ... Zy, Zw = [pt]. This agrees with and generalizes the definition of a

multiplicity-free monomial in D1, ..., D, we introduced above.
The paper [3] contains another identification of elements of the Weyl group and subvarieties of G/B,
namely (see [B| §3.2]), X,, = [BwB/B]. These notations are related as follows: Z,, = Xy,-1. In

particular, Xiq = Zw = [pt].

In terms of this notation, the product X,, X,,, where w,w’ € W, can be computed as follows, see [3],
§3.3, Proposition 1a]: X, X,» = Xiq = [pt] if and only if w = ww’. Otherwise, X,, X,y = 0. In terms
of the notation Z, this can be rewritten as follows: Z,,Z,, = [pt] if and only if w = w'w. Otherwise,
ZwZy = 0.

The classes Z,, in Chow group for all w € W form a basis of the Chow group as of a linear space. In
particular, every monomial in classes D; equals a linear combination of some classes Z,,:

ni n2 Ny __
DYDY DY =" Cuny,ooin, Zoo

We fix the notation Cy p, ... n, in the whole paper. It follows from the multiplication formulas mentioned
above that D" D5? ... D' is multiplicity-free if and only if there exists w € W such that Cy p, ... 0, = 1.
(In more details, if we multiply the above equality by Z,w, then Cy ;... .n,. Zy Will become Cy, p, ... n, [Pt],
and all other summands on the right-hand side will vanish.)

So, in fact we are trying to answer the following question: What is the maximal degree of a monomial
of the form D{*D3y? ... D" such that at least one coefficient Cy, p, ... n, equals 17

It also seems natural to ask when, for given numbers nq,...,n,, all coefficients Cy, p,,... », for all
w € W equal either 0 or 1. But this happens quite rarely, and we are not trying to answer this question
here. We will return to this question in a subsequent paper.

Acknowledgments

I thank Kirill Zaynoulline for bringing my attention to this problem and Valentina Kiritchenko for a
useful discussion.

2 Preliminaries

We denote the subset of positive roots by ®*, and the set of simple roots by II. We enumerate simple
roots as in [I]. Denote the fundamental weight corresponding to a simple root «; by w;. We choose the
scalar multiplication on ® so that the scalar square of each simple root is 2. The scalar product of two
roots a and S is denoted by (a, §). Note that with this choice of scalar multiplication, we can use a
simple formula for reflection: usually, we write

2(a,ﬁ)a

(@, )

Uaﬁ:ﬁ_

But with our choice of scalar product, we can write

oo =B — (o, B)a.
More generally, for two arbitrary vectors v, w in the ambient space of ®, w # 0, denote
2(v,w)
<., > =
(w,w)

Then, with our choice of the scalar product, we have (-, «) = (-, «) for each o € .
We use the following Pieri formula:



Proposition 2.1 ([3, §4.4, Corollary 2]). Let o; € II, and let w € W. Then

DiZy = Y (@) Zegw.

acd™
l(oqw)=L(w)+1

Proof. In fact, Corollary 2 in [3] §4.4] is formulated in terms of X,, (and also, in another form, in terms
of other classes Y,,, but we don’t need those), and looks as follows:

Xwaain’ = Z <wi7a>Xw’aa'

acdt
L(w' o0)=L(w')—1

If we substitute ww ™! instead of w’, we will get:

Xwaainw*I = E <wiaa>wa*1rra-

acdt
Lww oy )=(ww ™) —1

Now, using the facts that {(ww”) = £(w) — £(w") for any w” € W, that 0! = 04, and that £(w"~1) =
¢(w'"), we can rewrite this:

Xwo—ainw—l = Z <wi,a>XW(oaw)—1.

acdt
Lw)—L(w on)=L(w)—L(w™ 1) -1

Xwaainuﬁl = Z <wiaa>Xw(aaw)*1~

acd™
l(oqw)=C(w)+1

Now, using the notation Z:
ZowZw= Y.  {@,0)Ze,u.

Recall that Z,, = D;:

O

Note that with our choice of scalar product, (w;, @) = (w;, @) is precisely the coefficient at «; in the
decomposition of « into a linear combination of simple roots.
We will use the following well-known combinatorial Hall representative lemma and its generalization.

Lemma 2.2 (Hall representative lemma). Let Ay,..., A, be several finite sets. Suppose that for each
subset I C{1,...,n} one has |U;er A;| > |I|. Then one can choose a; € A; for alli (1 <i<mn) so that
all elements a; are different.

Lemma 2.3 (Generalized Hall representative lemma). Let Ay,..., A, be several finite sets, and let
k1,..., k. € N. Suppose that for each subset I C {1,...,n} one has

| Uier Ai| 2 Zkz

el

Then one can choose a; € A; for alli (1 <+i<mn) so that all elements a; are different.



Proof. Consider the following collection of sets S;;: S;; = A;, 1 <i <r, 1 <j <k;. Let J be a subset
of double indices. Let m; (1 < i < r) be the number of double indices in J that begin with . Then
m; < k;. Also denote the projection of J onto the first coordinate by I. Then U; jye15i; = Uier A;, and

| Ui jes Sijl = [ Vier As| 2 Zkl > Zmi =|JI.
iel iel
So, the collection {S;;} satisfies the hypothesis of Lemma 0O

The following facts about root systems and Weyl groups are well-known and can e found, for example,
in [4.

Lemma 2.4. Let a,8 € &, a # B, a # —pB. Then all possible values of (o, B) are 0, 1, and —1.
Lemma 2.5. Let o, € ®. Then:

1. a+ B € P if and only if (o, B) = —1.

2. a— B €D if and only if (o, 8) = 1.
Corollary 2.6. For each a € ®, the reflection o, has the following orbits on ®:

1. {a,—a}

2. {B} (a fized point) for each B € ®, (a, B) = 0.

3. {B,v} for B,7€ P, (o,8) =1, (a,y) =1, and B =a+ 7.

Lemma 2.7. If o, 8,7 € ® and (a,8) = 1, (8,7) = 1, (o,y) =0, then § = a+~v— 8 € ®, and
(,0) =1, (6,7) =1, (6,8) =0

Proof. Direct computation of scalar products.
1. a— f € @ by Lemma [2.5

(¢ —pB,7)=0—-1=—1.

3. 0=a— B+~ € P by Lemma 2.5

4. (b)) =2-14+0=1.

5

6

N

(6,8 =1-2+1=0.
C(6,9)=0—142=1.
O

Lemma 2.8. If o, 8,7 € ® and (o, 8) =1, (8,7) =1, (a,y) =0, and there exists a simple root cv; that
appears in the decompositions of all three roots a, B, and ~y into linear combinations of simple roots with
coefficient 1, then c; appears in the decomposition of § = a — B+ 7y into a linear combination of simple
roots also with coefficient 1, and § € ®7.

Proof. Direct calculation. O
Lemma 2.9. Ifw € W, then {(w) = |t Nwd~|. Moreover, the set |2 Nwd~| determines w uniquely.

We will have several examples involving permutation groups. More precisely, there permutation
groups will appear as the Weyl groups of groups of type A,.. The Weyl group of a group of type A, is
Sr+1. For brevity, we will write (s1, s2,. .., 8,+1) instead of

1 2 ... r+1
S1 S92 Sr41 ’

The transposition interchanging the ith and the jth positions will be denoted by (i + j).



Example 2.10. The length of an element (s1,...,8.41) € W is the number of inversions, i. e. the
number of pairs (4, j) with ¢ < j and s; > s;.

We use the following terminology to compute products of several divisors using Pieri formula.
Definition 2.11. Let a € & and let w € W. We say that the reflection o, is:

1. A sorting reflection for w if £(oow) < £(w);

2. A desorting reflection for w if £(oaw) > L(w);

3. An admissible sorting reflection for w if {(ocaw) = f(w) — 1

4. An admissible desorting reflection for w if £(o,w) = £(w) + 1;

5. An antisimple sorting reflection for w if {(o,w) = ¢(w) — 1 and w™la € —II.

6. An antisimple desorting reflection for w if {(c,w) = (w) + 1 and w™la € II.

Example 2.12. If G = SL,1q, then W = S, 1. If w = (s1,...,8-1+1), then the sorting reflections for
w are precisely the transpositions (i <> j) with ¢ < j and s; > s;, and the desorting reflections for w are
precisely the transpositions (¢ <+ j) with ¢ < j and s; < s;. This example motivates the usage of the
words ”sorting” and ”desorting”.

We will also need to consider two different kinds of orders on ®. First, there is the standard order <
on ¢: we say that a < 8 if § — « is a sum of positive roots. Additionally, for each w € W we will need
an order we will denote by <,,: we say that o <, # if w™la < w™!p.

Remark 2.13. If o, 58 € ® and (o, §) = 1, then, by Lemma «a and B are comparable for < and for
the orders <, for allw € W.

Definition 2.14. Let v be a linear combination of roots, v = Y a;a;. The set of simple roots a; such
that a; # 0 is called the support of v (notation: suppv).

Lemma 2.15. Let w € W. If a, 8,7 € w®™ and (o,8) =1, (B,7) =1, (a,y) =0, and (o < B or
¥ <w B), thend =a— 0+~ € wd~

Proof. Without loss of generality, a <, 5. By Lemma a—ped a=<y, B,s0a—pc€wd”. By

Lemma d=a—F+~v€d. Finally, a — € wP™ and v € wdP ™, s0 § € wd~. O
3 Sorting

Lemma 3.1. Let o € ®F, and 8 € ®. Suppose that (o, 8) = 1. o4 interchanges § with another simple
root, which we denote by ~v. Then there are exactly three possibilities:

(i) B,y € d+.

(ii) BE DT, ye D
(iii) B,y € .
Proof. The only remaining case is 3 € ®~, v € ®¥. Let us check that this is impossible. Note that
B=a+7. So,ifa € dt, v € &+, then S =+ € ®T, a contradiction. O

Lemma 3.2. Letw € W, a € &, and 8 € ®. Suppose that (o, 8) = 1. 04 interchanges B with another
sitmple root, which we denote by v. Then there are exactly three possibilities:
l.acwd,cdt, ycd,Bcwd, vcwdt.

Then {B,7} N (@ Nwd~) = {B}, {B,7} N (P Nowd™) = &, and |{B,7} N (T Nwd™)| >
{8,7} N (@T NoawdT)|.



2. acwdt,Becdt,yecd, BcwdT, ycwd.
Then {B,7} N (®T Nwd~) = @, {B,7} N (2T Nowd) = {B}, and [{B,7} N (2T Nwd )| <
{87} N (@F Noawd™)|.
3. Otherwise, |{8,7} N (2T Nw®)| = [{B,7} N (PT Now®)|. More precisely:
(a) Ifa € wd™, B€®F, ve dt, B €wd, and v € wd™, then {B,7} N (PT Nwd~) = {5},
{8,7tN(2* Noqwd™) = {7},
(b) If a € wd™t, B € dF, v € T, B € wd™, and v € wd~, then {B,7} N (2T Nwd~) = {v},
{87} N (@F Nowd™) = {B},
(¢) Otherwise, {B,7} N (®T Nwd™) ={B,7} N (2T NowdP).

Proof. Note that (a,v) = —1, and f = a + . Note also that § € w®~ if and only if v € o,w®, and
v € wd if and only if 8 € g,w®d™. Let us consider the 3 cases from Lemma [3.1}

(i) B,y € @*.
Then 8 € ®T Nw®™ if and only if v € ®T No,wd®™, and v € & Nwd~ if and only if B €
Ot No,wd~. Therefore, [{B,7} N (2T Nwd™ )| =|{B,7} N (2T Nowd ).

1. If B,y € w®™, then {B,7} N (@* Nwd™) = {B,7} N (®+ Nowd™) = {B,7}, and [3d is true.
2. If B,y € w®™, then {B,7} N (PT Nwd~) = {B,7} N (T No,wdP ") = @, and |3 is true.

3. If $ € wd' and v € wdP~, then o must be in wd™, otherwise 8 = a + v would be in wd~.
So, {B,7} N (2T Nwd®™) = {7}, {B,7} N (2T No,wP ™) = {8}, and |3b|is true.

4. If 3 € wd™ and v € wd™T, then a must be in w®~, otherwise § = a + v would be in wd™.
So, {B, v} N (®T Nwd™) = {8}, {B,7} N (®T No,wd™) = {7}, and is true.

(i) pedt, yed .

1. If B,y € w®~, then {8,7} N (®* Nw®~) = {B,7} N (2T Nowd™) = {B}, and 3] is true.

2. If B,y € w®™, then {B,7} N (PT Nwd~) = {B,7} N (T No,wdP ) = @, and |3 is true.

3. If B € wdt and v € wdP~, then o must be in w®™T, otherwise 8 = a + v would be in wd~.
So, {B,7} N (@t Nwd~) =2, {B,7} N (2T Nowd™) = {7}, and [2] is true.

4. If B € wd™ and v € wd™, then o must be in w®~, otherwise § = a + v would be in wd™.
So, {B,7} N (@* Nwd™) = {8}, {B,7} N (2T NowdP~) = @, and [1]is true.

(i) 8,7 € .
Then {8,7} N (@ Nwd~) = {B,7} N (®* N, wd™) = @, and 3 is true.
O

Lemma 3.3. Let w € W and let o € ®T. Then:
0« is a sorting reflection for w if and only if o € ®T Nwd®~. Otherwise, o, is a desorting reflection
for w.

Proof. The reflection o, acting on ® has some fixed points (they are precisely the roots orthogonal to
«), and the other roots can be split into pairs (f,+) such that o, interchanges 8 and v ((a, —a) is one
of such pairs).

Consider a pair (3,7) such that o, interchanges 8 and «. Suppose also that 5 # +a. Then, since the
Dynkin diagram is simply laced, («, 8) = +1. Without loss of generality, let us assume that («, 8) = 1.
Then (a,7y) = —1, and 8 = a+ 7. Consider 2 cases:

1. @ € w®~. Then, in the classification of Lemma case [2|is impossible, since it requires o € ®T.
And in both of the other cases, we have [{3,7} N (®T Nwd®™)| > [{B,7} N (2T Noqwd ).



2. a € wdT. Then, in the classification of Lemma case |1|is impossible, since it requires o € .
And in both of the other cases, we have [{3,7} N (®T Nwd™)| < {B,7} N (2T Noqwd)|.

So, we can conclude that if & € w®~, then for every pair (3,7) such that o, interchanges 5 and
v, and 8 # +a, we have [{8,7} N (Pt Nwd®)| > [{B,7} N (PT NowP™)|. Also, if @« € wdP™, then
{a, —a}N(®TNwd™) = {a}, {a, —a} N (PT Nowd™) = @, and [{a, —a} N (@TNwd™)| > [{a, —a}N
(T Noaw®™)|. The summation over all orbits of o, in @ gives us [(PT Nwd™)| > [(PT Nowd )| if
acwd.

And we can also conclude that if « € w®*, then for every pair (8,7) such that o, interchanges j3
and v, and 8 # ta, we have [{3,7} N (2T Nwd™)| < {B,7} N(PT NowdP™)|. Also, if & € wP™T, then
{a, —a}N(®TNwd™) =g, {a,—a}N(®T Nowd") = {a}, and [{a, —a}N(@TNwd )| < [{a, —a}N
(T Noaw®™)|. The summation over all orbits of o, in @ gives us [(PT Nwd™)| < [(®F Nowd )| if
a € wdt. O

Lemma 3.4. Let w € W and o € @ Nw®~. hen o, is an admissible sorting reflection for w if and
only if it is impossible to find roots 3,6 € ®T Nwd~ such that a = B+ 6.

Proof. Again, note that {o, —a} N (®T Nw®~) = {a}, {a, —a} N (Pt Now®~) = &, and |{a, —a} N
(@ Nwd)| > {a,—a} N (2T No,wd)|. Also note again that if (3,v) is a pair such that o,
interchanges 8 and v and 8 # +a, then case|2|in Lemma is not possible since it requires a € wd™,
and [{8,7} N (2 Nw®™)| < [{B,7} N (2T Noqwd™)|.

So, the summation over all orbits of o, on ® tells us that [(2T Nw®~)| = [(@T No,wdP )|+ 1 if and
only if all inequalities

HB, 7N (@ Nwd )| < [{B,7} N (P Nouwd )| for all pairs (3,7) such that o, interchanges
B and v and S # +a,

become equalities.

And all these inequalities become equalities if and only if case [1| does not occur for any pair (3,7)
such that o, interchanges 8 and v and 8 # +a. In other words, {(w) = ¢(c,w) 4+ 1 if and only if there
are no pairs (f3,~) such that

0, interchanges 8 and v, (o, ) =1, € ®T, y € ®~, B e wd, v € wdh™.

And if we denote 6 = —v, then we see that the non-existence of such pairs is equivalent to the
non-existence of pairs (8, d) such that

a=p+6,(a,f)=1,B€dT,5cd", Bcwd,cwd.
Finally, note that by Lemma if 8,6,8+ 9 € ®F, then automatically (3,d) = —1. O

Example 3.5. If G = SL,;1, then W = S,4. If w = (s1,...,841), then the admissible sorting
reflections for w are precisely the transpositions (¢ <+ j) such that ¢ < j, s; > s;, and there are no indices
k such that ¢ < j < k and s; > s > s;.

Lemma 3.6. Let w € W and o € ®T Nwd™.
Then o, is an admissible desorting reflection for w if and only if it is impossible to find roots
B,5 € T Nwdt such that o = B+ 6.

Proof. Again, note that {a, —a} N (®T Nwd®™) = &, {a, —a} N (PT No,wd™) = {a}, and |{a, —a} N
(T Nwd )| < {a, —at N (®T No,wP™)|. Also note that if (3,7) is a pair such that o, interchanges
B and v and 8 # +a, then case|l|in Lemma is not possible since it requires & € w®~, so [{8,7} N
(@F nwd)| > [{5,7} N (BF N oguwd ).

So, the summation over all orbits of o, on ® tells us that [(2T Nw®~)| = [(PT No,wdP )|+ 1 if and
only if all inequalities

HB, 71N (@TNwd™)| > {B,7}N(@TNoqwd™)| for all pairs (5,~) such that o, interchanges
B and v and 5 # +a,



become equalities.

And all these inequalities become equalities if and only if case [2| does not occur for any pair (3,7)
such that o, interchanges 8 and v and 8 # +a. In other words, {(w) = £(c,w) 4+ 1 if and only if there
are no pairs (f3,7) such that

04 interchanges B and v, (o, 8) =1, B € dt, y€ d~, B € wd™t, y € wd~.

And if we denote § = —~, then we see that the non-existence of such pairs is equivalent to the
non-existence of pairs (3,4) such that

a=8+6,(a,8)=1,€d", §cdt fecwd, §j cwdt.
Finally, note that by Lemma if 8,6,8+d € ®F, then automatically (3,d) = —1. O

Lemma 3.7. Letw € W and o € ®T Nw®~. Suppose that o, is an admissible sorting reflection. Then
the set @t N o, wd™ can be obtained from the set ®+ Nwd~ by the following procedure:
For each f € @ Nwd~:

1. If B = «, don’t put anything into ®T N owd™.

2. If (,B)=1,a<B,and B —a ¢ dT Nwd~, then put 8 — « into DT No,wdP™.

3. Otherwise, put B into ®T No,wd™.

Note that this lemma in fact establishes a bijection between (Pt Nw®™ )\ a and &+ Nowd™.

Proof. Let us check that for every orbit of o, on ®, the above procedure gives the correct intersection
of this orbit with ®* N o, w®~. See Corollary for the list of orbits.

If the orbit consists of one root, 3, then («a, 8) = 0. We apply case |3| of the procedure, and indeed,
{B}N(@T Nwd™) ={B}N(PT No,wdP™) since 0,8 = B. If the orbit is a, —«, then we apply caseof
the procedure. And indeed, it is clear that {o, —a} N (Pt No,wd ™) = 2.

Finally, consider an orbit {3,~}, where (o, 8) =1, (a,y) = —1, and 8 = o+ 7. Lemma gives us
5 possibilities in total, among them:

1. Case |1} is prohibited by Lemma (if case [1] was true, then we would have f € ®T N wd,
—y €T Nwd, and a =S+ (—7)).

2. Case [2|is impossible since a € wd~.

3. (a) If case of Lemma holds, then o, 3 € @+ Nw®~. Also, vy € ®F, v =8 —a, so a < 5.
Finally, v ¢ w®~, so the conditions of case [2| are satisfied. By Lemma {B,7v} N (@t N
w®) = {8}, {B,7} N (2T Now®P ™) = {7}, and indeed, case [2 tells us that we should put
v =8 —ainto (®T No, wd™) instead of 3.

(b) Case [3b|is impossible since o € wd~.
(¢) Finally, suppose that case [3c| of Lemma holds. Let us check that the conditions of case
of the procedure are not satisfied (and the procedure tells us that we should use case [3)).

i. Clearly, the conditions of case [2|of the procedure are not satisfied for « since (a,7y) = —1

ii. Assume the contrary, assume that the conditions of case [2] are satisfied for 8. a € &7,
acwd, e dT, Bewd . Since f<a,y=F—aecdt. Since B—a ¢ dTNwd,
v € wd™T. So, case[3a] of Lemma holds, and we have assumed that case [3c¢| of Lemma
holds. A contradiction.

So, the procedure tells us that we should use case and put all roots from {8,v}N(®TNwd ™)
into ®* No,w®~. And this is correct since by case [3d of Lemma[3.2] {8,7} N (®* Nwd~) =
{B,7}N (2T Noqwd™).

O

Lemma 3.8. [fwe W, a € @ Nwd~, and w'a € —II, then o, is an antisimple sorting reflection.



Proof. The only thing we have to check is that o, is an admissible sorting reflection. We use Lemma
Assume that there are roots 3,y € ®* Nw®~ such that a = S ++. But then —w™ta = (—w™13) +
(—w™1y), —wla € II, and —w~ 13, —w~ty € ®*, a contradiction. O]

Example 3.9. If G = SL, 41, then W = S,41. If w = (s1,...,8-+1), then the antisimple sorting
reflections for w are precisely the transpositions (i <+ j) such that ¢ < j and s; = s; + 1.

Lemma 3.10. Let w € W, o € @ Nw®~. The following conditions are equivalent:
1. wla € 11
2. « is a mazimal element of the set ®T Nw®~ with respect to the order <,,.

3. It is impossible to find roots B,y € ®+ Nwd~ such that o = B+~ and It is impossible to find a
root f € @t Nwd~ such that: « < B, (a,B) =1, 8—a ¢ dTNwd.

Proof. M1={2 Let o € @+ Nwd®~, w'a € —II. Assume that 8 € @+ Nwd®~, a <, 8. Then, by the
definition of <, w™la < w™'B. But w8 € &, wla € —II, a contradiction.

=[3] Let a be a maximal element of ®* Nw®~ with respect to <.

1. If there exist 8,7 € ®T Nw®~ such that o = 4 ~, then —w™ 'y = w? —w™la € &, so
a <y B, a contradiction.

2. If there exists 3 € @ Nw®~ such that: a < 3, (o, 8) =1, 8 —a ¢ T NwdP~, then:

(a) a <8, (a,8) =1,50 B —a e dt.
(b) B—agdrNwd ,s08—ad¢wd™,—acwdt.

Again, o <, B, a contradiction with maximality of «.

Bl =1 Assume that w—'a ¢ —II. Then, since w™'a € ®~, it is possible to decompose w™la = ' + 7/,
where 8/,7' € ®~. We have wB’ +wvy’ = a. The roots w3’ and wv’ cannot be both negative, since
their sum, a, is positive. At least one of the roots w3’ and w~’ is positive, let us assume without
loss of generality that wg’ € ®T. Set 8 = wf’, v = wv'.

1. Ify=a— 3 € &7, then f < « by definition, (5,a) =1 by Lemma and B —a = —y =
w(—y) € wdT, s0 f—a ¢ PT NwdP™, a contradiction.

2. If y € &1, then 8,7 € & + Nw®P~ and a = B + v, a contradiction.
O

Corollary 3.11. For every w € W, w # id, there exists at least one o € ®T Nwd~ such that o is an
antisimple sorting reflection for w. O

Corollary 3.12. Let w € W, «; € IL. If there exists a € ®T Nwd~ such that o; € supp «, then there
ezists f € ®T NwdP™ such that o; € supp B and op is an antisimple sorting reflection.

Proof. Consider the set A of all elements of ®™ Nw®~ whose support contains «;. This set is nonempty
since it contains a. Let 8 be a <,-maximal element of A. Assume that w™!3 ¢ —II. Then by Lemma
one of the two statements is true: Either there exists roots 7,6 € ®T Nw®~ such that 3 = + 4,
or there exists v € @+ Nw®~ such that 8 <, (8,7) =1, and vy — ¢ dT Nwd~.

If there exists roots 7,0 € ®t N w®~ such that 8 = v + 6, then suppB = supp~y U suppd, so
(a; € supp~y or «; € suppd). Without loss of generality, «; € supp~y. Then v € A, We have § € wd~,
sow e d ,andw 'y —w 1B =—-wldc dt, s0 B <y 7. A contradiction with the <,,-maximality
of B.

If there exists v € ®T Nw®~ such that 8 <, (8,7) =1,and y— 8 ¢ ®T Nwd~, then vy — 5 € ® by
Lemma 2.5 v — 8 € ®* since 8 < v, but vy — 8 ¢ &+ Nwd~,s0 y— 8 ¢ wd~, and v — f € wd*. Then
B <w 7v- Also, 8 < 7, so supp 8 C supp, and «; € supp~y. Therefore, v € A. A contradiction with the
<w-maximality of 3. O



The following lemma illustrates an advantage of antisimple sorting reflections.

Lemma 3.13. Letw € W. If o € T Nw®~ is such that o, is an antisimple sorting reflection, then
Pt Nowd™ = (P Nwd™) \ a.

Proof. We use Lemma We have to check that case [2] never occurs. Assume that case [2] occurs for
some 3 € ®T Nw®~. This means that y = f —a € w®T, w™ly =w ' —w la € ®T, and a <, 3.
But then « is not a maximal element of ®+ N w®~ with respect to <, a contradiction with Lemma
5. 10! [

To use Chevalley-Pieri formula, we will use the following terminology.

Definition 3.14. Let w € W, n = £(w). We say that a process of sorting of w is a sequence of roots
Bi,...,Bn such that:

1. w=o0p,08,...08,-

2. Denote w; = 0g, ...0g,w = 0p,,, ...08, (0 <i <n). Then for each i, 0 < i < n, 0g,,, has to be
an admissible sorting reflection for w;. In other words, ¢(w;) has to be n — i for 0 <i < n.

We say that the ith step (1 < ¢ < n) of the sorting process is the reflection og,, and that the
current element of W after the ith step of the process (before the (i 4+ 1)st step of the process) is
Ww; =0g;...05,W =0Biy1++-0B,-

We say that the sorting process is antireduced, and the equality w = 0,04, ...03, is an antireduced
expression for w, if ¢B; is an antisimple reflection for w;_; for all i, 1 <4 < n.

If we only know for some ¢, 1 < i < n, that of3; is an antisimple reflection for w;_;, we will say that
the ith step of the sorting process is antisimple.

Definition 3.15. Let w € W, n = £(w). Similarly, we say that a sorting process prefix of w is a sequence
of roots f1, ..., Bk (k <n) such that:

Denote w; = o0g,...08,w (0 < i < k). Then for each i, 0 < i < k, 0s,,, has to be an
admissible sorting reflection for w;. In other words, ¢(w;) has to be n — i for 0 < i < k.

We say that the sorting process prefix is antireduced, if ¢3; is an antisimple reflection for w;_1 for
all i, 1 <i<k.

Lemma 3.16. If 51,..., By is an antireduced sorting process (resp. antireduced sorting process prefix)
forw e W, then {B1,...,B,} = ®T Nwd~ (resp. {B1,...,B.} CPT Nwd™).
Moreover, if B1,..., B s an antireduced sorting process prefix for w € W, and w, = 0g, ...08,W,

then @t Nw,®~ = (2T Nw® )\ {B1,..., 0k}

Proof. This follows directly from Lemma [3.13] and the definition of an antisimple sorting process. O
Corollary 3.17. If 51,..., By is an antireduced sorting process prefix (including an antireduced sorting
process) for w € W, then there are no coinciding roots among 1, ..., Bn. O

Example 3.18. If G = SL, 41, then W =S, 1. If w = (s1,...,8-+1), and we have a sorting process of
w, then the sequence of the current elements of W is a sequence of (r + 1)-tuples ("arrays”) of numbers,
where each next (r 4+ 1)-tuple is obtained from the previous one by interchanging two numbers so that
this interchange is an admissible sorting reflection (see Example [3.5). In the end, our (r + 1)-tuple has
to become (1,2,...,7+ 1). Such a sorting process is antireduced if at each step we actually interchange
a number 7 with i + 1, and 7 + 1 has to be located to the left of ¢ immediately before this interchange.

(Remark about relation to programming, we will not need it later: An antireduced sorting process
is mot what is called ”bubble sorting” in programming. Bubble sorting can be obtained from a certain
reduced expression for w (but not from any reduced expression, only from a certain one)).
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Definition 3.19. Given a set of positive roots A C ®* we say that a distribution of simple Toots on A
is a function f: A — II such that f(«) € supp « for each o € A

For a given simple root «;, the number of roots @ € A such that f(a) = «; is called the D-multiplicity
of ¢; in the distribution.

If we have a distribution with f(«) = «;, we say that the distribution assigns the simple root a; to
the root «.

Definition 3.20. Given a list of positive roots f1,...,8,, i. e. order matters, multiple occurrences
allowed, we say that a distribution of simple roots on B1,..., [, is a function f: {1,...,n} — II such
that f(k) € supp B for each k, 1 < k < n.

Sometimes we will treat this function as a list (an n-tuple) of its values: f(1),..., f(k). This is
convenient, for example, if we want to remove some roots from the list 3y,..., 3,, and at the same time
remove the corresponding simple roots from the list f(1),..., f(k).

For a given simple root «;, the number of indices k, 1 < k < n such that f(k) = «; is called the
D-multiplicity of c; in the distribution.

If we have a distribution with f(k) = a;, we say that the distribution assigns the simple root «; to
the kth root in the list, 5.

If we need to know the D-multiplicities of all simple roots in a distribution, we briefly say ”a dis-

tribution with D-multiplicities nq,...,n,” instead of ”a distribution with D-multiplicities ny,...,n, of
simple roots aq, ..., o, respectively”.
Definition 3.21. We say that a configuration of D-multiplicities is a tuple w,nq, ..., n,, where w € W,

TLZ'EZZ(), nl—f——l—nT:ﬁ(w)

Definition 3.22. Let w,ni,...,n, be a configuration of D-multiplicities. We say that a simple root «;
is involved into this configuration if n; > 0.

Definition 3.23. Let w € W. We say that a labeled sorting process of w is a sorting process f1,..., B,
of w with the following additional information:

We have a simple root distribution on the list 34, ..., 3.

This distribution will be called the distribution of labels, or the list of labels, of the labeled sorting
process. The simple root it assigns to B will be called the label at Bi. In other words, when, at a
certain (kth) step of the sorting process, we perform an admissible sorting reflection along a root (8x),
we assign to this step a label, which is a simple root from supp Sg.

Note that the distribution of labels is actually a function from {1,...,n} to II (i. e. just an n-tuple
of simple roots), so it makes sense, for example, to speak about "two different labeled sorting processes
with the same distribution of labels”.

Instead of ”a labeled sorting process of w with distribution of labels that has D-multiplicities
ni,...,n, of simple roots”, we briefly say ” a labeled sorting process of w with D-multiplicities nq, ..., n,
of labels”.

Definition 3.24. Let w € W. Let £1,...,8, be a labeled sorting process of w with distribution of
labels f. Since f(k) € supp B;, f(k) is present in the decomposition of §; into a linear combination of
simple roots. Let a; be the coefficient at f(k) in this linear combination.

The X-multiplicity of the sorting process (not to be confused with the D-multiplicity of a simple root
in a list of simple roots) is the product a; ... a,.

Definition 3.25. Let w € W. We say that a labeled sorting process prefix of w is a sorting process
prefix B1,..., B of w with the following additional information:

We have a simple root distribution on the list 31,..., Bk.

Instead of "a labeled sorting process prefix of w with distribution of labels that has D-multiplicities
mai,...,m, of simple roots”, we briefly say ”a labeled sorting process prefiz of w with D-multiplicities
mi,...,my of labels”.

11



Lemma 3.26. Let w,ny,...,n, be a configuration of D-multiplicities. Then Cy p,,...n,., the coefficient
at Z,, in the decomposition of DY ... DI into a linear combination of Schubert classes, can be computed
as follows.

Choose any function f: {1,...,0(w)} — II that takes each value a; exactly n; times for all j,
1 <j <r. Then Cynp,.. n, i the number of [ labeled sorting processes of w with the distribution
of labels [ ], counting their X-multiplicities.

Proof. Induction on ¢(w). For ¢(w) = 0, this is clear.

If w # id, denote by 71, . . ., Ym all of the roots from ®TNw®~ such that 04, is an admissible reflection
for w. Also denote by g; the coefficient at f(1) in the decomposition of v; into a linear combination of
simple roots. (Note that g; may be 0.) Then the set of all labeled sorting processes of w with distribution
of labels f is split into the disjoint union of m subsets: the sorting processes starting with 1, ..., the
sorting processes starting with ~,,.

If we remove the first root (let it be 7;) and its label f(1) from a labeled sorting process of w, we will
get a sorting process of o, w with list of labels f(2),..., f({(w)). And the X-multiplicity of this sorting
process of w equals g; times the X-multiplicity of this sorting process of o, w.

So, using the induction hypothesis, it suffices to prove that

m
vanlvuunr = E :ngo"ij»nlvu»nil*Lnr'
j=1

By the definition of C*v,nh”_,m1 —1,n,., We have

ni, —1 .
pm..pMh D= ) Cormrroo

71 1171,...,nTZv~
veEW L (v)=~L(w)—1

Proposition applied to each Z, occurring on the right gives:

DiZy= Y. (@) Ze0

acdt
L(oqv)=L(v)+1

Z,, appears on the right-hand side if and only if o,v = w for some o € &1, i. e., v = o,w for some
a € ®T. Since £(v) = £(w) — 1, the equality v = o,w implies that o, is an admissible reflection for w,
and a = v; for some j. The coefficient at this Z,, in the Pieri formula is (w;, v;) = g;.

Now let us take the linear combination of all Pieri formulas we wrote for all Z,s with coeffi-
clents CU7"17---77L¢1—1,~~77W' On the left, we will get D" DZI ...D. On the right, we will get
a linear combination of Schubert classes with some coefficients, and the coefficient at Z, will be
Zj ngaij,m,...,nil—l,nw But this coefficient also equals Cy p, ... n,.- O

Corollary 3.27. Given w € W, the number of labeled sorting processes with a distribution of labels
f counting the X-multiplicities of processes, depends only on the D-multiplicities of simple roots in the
distribution f, but not on the distribution f itself itself. O

Lemma 3.28. For each w € W, there exists at least one antireduced sorting process.

Proof. Induction on ¢(w). Trivial for w = id.

By Corollary there exists a root 1 € ®T Nw®~ such that og, is an antisimple reflection for
w. Let us try to begin the sorting process with 1. Set w1 = og,w. f(w1) = ¢(w) — 1. There exists an
antireduced sorting process for wy, denote it by 8o, ..., 8,. Then B, Ba, ..., B, is an antireduced sorting
process for w, because the products og,,, ...0p, occurring in the definitions of antireduced sorting
processes for w and for wy are exactly the same (with the addition of w itself to the sorting process of
w, but we have checked explicitly that o, is an antisimple reflection for w). O

12



4 Criterion of sortability

For each A C &%, for each I C {1,...,r}, denote by R;(A) the set of all roots o € A such that supp «
contains at least one simple root «; with ¢ € I. For each w € W, for each I C {1,...,r}, we briefly write
R[(’w) = R[(@+ N wCID_).

Lemma 4.1. Letw € W. Let I C{1,...,r}. Setm = |Rr(w)|. Then there exists an antireduced sorting
process prefic B, ..., Bm of w such that Rp(w) = {B1,...,Bm} (all roots B; are different by Corollary

.

Proof. Induction on m. If m = 0, everything is clear (we take the empty list of roots).

If m > 0, then there exists o« € ®T Nw®~ and i € I such that o; € suppa. By Corollary
there exists ;1 € ®* Nw®~ such that «; € supp f1 and op, is an antisimple sorting reflection for w.
a; € supp B1, so f1 € Rr(w). Let us try to begin the sorting process prefix with 8;. Set w; = og, w.
Then &+ Nw; @~ = (@ Nw®~)\ B; by Lemma[3.13] so Ry(w1) = Ri(w) \ .

By induction hypothesis, there exists an antireduced sorting process prefix of w; (denote it by
Bay ..., Bm) such that Ry(wi) = {B2,...,Bm}. Then By, Bs,...,05, is an antireduced sorting process
prefix for w, because the products og, ...08,08,w = 0g, ...0g, w1 occurring in the definitions of an-
tireduced sorting processes for w and for wy are exactly the same (with the addition of w itself to the
sorting process prefix of w, but we have checked explicitly that o, is an antisimple reflection for w).

We also know that 81 € Ry(w), Rr(wi) = Rr(w) \ p1, and Ry(wy) = {P2,...,Bm}. Therefore,
RI(U)):{,Bl,ﬁQ,...,Bm}- O

Lemma 4.2. Let A C ®F, and let ny,...,n, € Z>o be such that ny + ...+ n, = |A|. Denote by J the
set of indices i (1 <1 <r) such that n; > 0. The following conditions are equivalent:

1. For each I C J, |Ri(A)| = > ;e
2. There exists a simple root distribution on A with D-multiplicities ny, ..., n,.
3. Foreach I C{1,...,r}, |[R1(A)| =D crni

Proof. Note that for each I C {1,...,r}, by definition of R;(A),

Ri(A) = U Ry (A).

el

@M =2 Condition I]is equivalent to the hypothesis of generalized Hall representative lemma (Lemma [2.3)
applied to the [J| sets: Ry¢;1(A) for each j € J. And Lemma says that for each j € J, we can
choose n; elements of Ry;3(A), i. e., nj roots a € A such that a; € suppa, and all chosen roots
(for different values of j) are different. In total, we chose > jeg M ToOts, and, by the definition of
J, > jesnj =mn1+...+n, =|A]l So, each root from A was chosen exactly once, and we can set
f(a) = a; if a was chosen as an element of Ry;3(A). This is a simple root distribution on A, and
it clearly has D-multiplicities n1, ..., n, of simple roots.

2I=[3] Let f be a simple root distribution. Then for each i, 1 < i < r, f~ (a;) C Ry (A) and
n; = |f~1(a;)|- So, for each I C {1,...,r},
U £ ) € Ri(A).
il
and

S -

iel

Ufl(av:)|

iel

Therefore, > . n; < |Ri(A)].

iel
=[1] Follows directly.
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Corollary 4.3. Let w,nq,...,n, be a configuration of D-multiplicities. Denote by J the set of indices
of involved roots, i. e., of indices i (1 <i <r) such that n; > 0. The following conditions are equivalent:

1. For each I C J, |Rr(w)| > > ;c;mi-

2. There exists a simple root distribution on ®T Nw®™ with D-multiplicities ny,...,n,.
3. Foreach I C{1,...,r}, |[Rp(w)| > > ;o ni. O
Proposition 4.4. Let w,ny,...,n, be a configuration of D-multiplicities. Then the following conditions

are equivalent:
1. There exists a labeled sorting process of w with D-multiplicities ny, ..., n, of labels.
2. There exists a simple root distribution on ®T Nw®™ with D-multiplicities ny,...,n,.

If these conditions are satisfied, then there actually exists an antireduced labeled sorting process of
w with D-multiplicities ny,...,n, of labels.

Moreover, if there exists a labeled sorting process of w with D-multiplicities nq,...,n, of labels that
starts with 8 € ®+ with label o; € 11, then 8 € ®T Nwd~ there ewists a simple root distribution f on
T Nwd™ with D-multiplicities ny, ..., n, such that f(B) = ay.

Proof. M1={2] Induction on ¢(w). Suppose that there exists a labeled sorting process of w with D-
multiplicities nq,...,n, of labels. It has to start with some admissible sorting reflection, and all
admissible sorting reflections are reflections along some of the roots from ®* Nw®~. Suppose that
the sorting process starts with 8 € ®* Nw®~ (this is exactly the 8 from the ”moreover” part), and
the label assigned to the first step of the sorting process is a;. Denote w; = ogw. The rest of the
labeled sorting process of w actually gives us a labeled sorting process of w; with D-multiplicities
Ni,...,M; —1,...,n, of labels.

Recall that Lemma [3.7| establishes a bijection between (®+ Nw®~)\ B and & Nw;P~. Denote
this bijection by ¢: (P* Nwd~)\ B — & Nw;®~ Lemma says that either ¢(v) = ~, or
Y(y) = — B. In both cases, ¥(v) = 7. By the induction hypothesis, there exists a simple root
distribution on ®T N w;®~ with D-multiplicities ni,...,n; — 1,...,n, of simple roots. Denote
this distribution by fi: ®+* Nw;®~ — II. For each v € (dT Nw®~) \ B, since ¥(y) <X v and
fi((y)) € suppyp(), we have f1(¢(«)) € suppy. Also, a; € suppf. So, we can define the
following simple root distribution f on ®+* Nw®~: f(B8 = a;, and f(y) = f1(y(y)) for v # B.

Note that this f satisfies the statement of the ”moreover” part.

21 =0 We are going to construct an antireduced labeled sorting process, then the last claim in the
problem statement will be simultaneously proved. By Lemma there exists an antireduced
sorting process of w. Denote the roots occurring in this sorting process by f1,..., By (in this
order). By Lemma the set of roots occurring in this antireduced sorting process is exactly
T Nwd, i e, T Nwd™ = {B1,...,Bew)} We also know that there exists a simple root
distribution on ®* N w®~ with D-multiplicities ny,...,n,, denote it by f: ®* Nw®~ — II. Let
us assign label f(B)) to the k step of the sorting process, and we will get an antireduced labeled
sorting process with D-multiplicities nq,...,n, of labels.

O

Corollary 4.5. Let w € W. Suppose we have a simple root distribution f: ®T Nwd~ — II. Then there
exists a labeled antireduced sorting process for w such that if at a certain step we make a refiection along
a € T Nwd~ (we make it only once, see Corollary , we assign the simple root f(«) to it.

In other words, since all roots occurring in an antireduced sorting process are different, to define a
function on the set of occurring roots is equivalent to define a function on {1,...,¢(w)}. And the claim
is that we can make the latter function, the distribution of labels of the labeled sorting process, the same
as the former function, an arbitrary simple root distribution on ®T Nw®d~.

14



Proof. The proof exactly repeats the argument 2 = 1 in the proof of Proposition O

Corollary 4.6. Let w,nq,...,n, be a configuration of D-multiplicities. Then the following conditions
are equivalent:

1. There exists a labeled sorting process of w with D-multiplicities ny, ..., n, of labels.
2. For each I C{1,...,r}, [Rr(w)| > > ,c;ni-

If these conditions are satisfied, then there actually exists an antireduced labeled sorting process of
w with D-multiplicities ny,...,n, of labels.

Proof. The claim follows from Corollary and Proposition O

Definition 4.7. Let w € W, and let a € ®T Nw®~. A simple root distribution f on & N wd~ is
called a-compatible if o, is an admissible sorting reflection for w, and the distribution has the following
additional property:

fped Nuwd,a=<p, (a,f)=1,and f —a ¢ T Nwd~, then f(B) ¢ supp a.

Lemma 4.8. Letw € W, a € @ Nwd~. Let f be simple root distribution on ®+ Nw®~. The following
conditions are equivalent:

1. f is a-compatible
2. For each B € ®* Nwd™ such that a <, B and (o, B) = 1, we have f(B) ¢ supp a.

Proof. M1=2] Assume that there exists 8 € @ Nw®~ such that o <, B, (o, 8) =1, and f(8) € supp .
Set y=a—-0(y € ® by Lemma. a <y B,80 v € wd™. If y € ®F, then o, cannot be an
admissible reflection for w by Lemma Ifye® ,then B <a,and —y=F—a ¢ dT Nwd~,
so we have a contradiction with the definition of a-compatibility.

={1] Admissibility of o,: assume the contrary. By Lemma[3.4] there exist 3,7 € ®+ Nw®~ such that
B+~v=a By Lemma (B8,7) = =1,50 (o, f) = 1. —y=B—a € wdT, so a <, B. Also,
y=a—B¢€®, s0o B < a, and supp 8 C suppa. f(B) € supp 3, so f(B) € supp «, a contradiction.
Now suppose that 3 € T Nwd~, a < B, (a,B) =1, and B —a ¢ T Nwd~. First, a < § and
(a, ) =1,80 8—a € ®T. Second, B—a ¢ dTNwd,s0 f—a ¢ wd™,s0 B —acwd', and
@ <y B. Therefore, Conditionin the Lemma statement says that f(5) ¢ supp «, so the definition

of a-compatibility holds.
O

Lemma 4.9. Let w e W, a € @t Nwd~. Let f be simple root distribution on ®+ Nwd~.
The following conditions are equivalent:

1. f is a-compatible
2. There are no roots 3 € ®TNwd~ such that o <., B, (a, B) =1, f(B) € supp«, and f(a) € supp B.

Proof. M1=[2] Assume that there exists § € ®T Nw®~ such that o <, B, (o, 8) = 1, f(B) € suppa,
and f(a) € suppf. Set y=a— 8 (y € ® by Lemma. a <y B,80 7 €wd.
If v € &7, then o, cannot be an admissible reflection for w by Lemma If v € &7, then § < «a,
and —y =3 —a ¢ & Nwd~, so we have a contradiction with the definition of a-compatibility.
=[1] 1. Admissibility of o,: assume the contrary.
(a) By Lemma[3.4] there exist 8,7 € &+ Nw®~ such that 8 + v = a.

(b) a,B,v € ®F, so supp a = supp [ U supp~.
(¢) f(a) € supp a, so we may assume without loss of generality (after a possible interchange
of B and ~) that f(«) € supp 3.
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(d) By Lemma (B,7) = —1,50 (a,8) = 1. —y=p—a € wdPT, so a <, B. Also,
y=a—-8¢€®" so B < a, and supp 3 C suppa. f(B) € suppf3, so f(B) € suppa, a
contradiction.

2. Now suppose that 3 € @T Nwd™, a <3, (a,8) =1,and f —a ¢ DT Nwd~.

(a) a < B and (a,B) =1,80 f —a € PT.

(b) B—ag® " Nuwd ,s0B8—ad¢wd ,sof—acwdh, and a <, B.

(¢) a < B, sosuppa Csupp . f(«) € suppa, so f(a) € supp 5.

(d) Condition [2[ in the Lemma statement says that f(8) ¢ suppc, so the definition of a-
compatibility holds.

O

Corollary 4.10. Let w € W, and let o € ®T Nw®~ be such that w'a € —11.

Then every simple root distribution on ®T Nw®™ is a-compatible.
Proof. Since w™'a € —II, there are no roots 8 € w®~ such that o <, B. O
Lemma 4.11. Let w,nq,...,n, be a configuration of D-multiplicities, and let o € ®T N wd~.
Suppose that there exists an a-compatible distribution f of simple roots on ®T N w®~ with D-
multiplicities ny,...,n,. of simple roots. Suppose that f(a) = «; Then there exists a labeled sort-
ing process for w that starts with o, the label at this « is f(a), and the whole list of labels is
QU Q1y e Oy ey Oy ooy Qoo Oy .., O, WheTe, after (excluding) the first oy, [ each o is written
n; times, except for a;, which is written n; — 1 times |.

In particular, there exists [a labeled sorting process for w with D-multiplicities nq,...,ni, ... ,n. of

labels] that starts with «, and the label at this o is f(«).

Proof. We start our sorting process with a. Set wy = o,w. By Lemma [3.7] establishes a bijection
between (&t Nwd~) \ f and &+ Nw;,P~. Denote this bijection by ¢: (T Nwd™)\ 8 — T Nw @~
The definition of a-compatibility says, in terms of Lemma that if case [2| of the procedure in
Lemma holds for some 8 € ®T Nwd~, then f(B) ¢ suppa. Since f(B) € supp« for such 3, then
also f(8) € supp(f — a) = supp(¥(3)).
And if caseholds in the procedure in Lemmafor some 3 € ®TNwd~, then ¢ (B) = B3, so clearly,

f(B) € supp(¥(B)). So, f(B) € supp()(B)) for all B € (®T NwdP™) \ a, and we can set fi: T Nw P,
fi(y) = f(xb=1(v)). Then fi1(y) € supp~, so fi is a simple root distribution on ®* N w;®~ with with

D-multiplicities nq,...,n; — 1,...,n, of simple roots.

By Proposition [£.4] there exists a labeled sorting process of wy with D-multiplicities ny,...,n; —
1,...,n, of labels. By Corollary [3.27] there exists a labeled sorting process of w; with the list of
labels aq,...,a1,...,04, ..., 04, ..., 0p,...,0p, Where each a; is written n; times, except for «;, which
is written n; — 1 times.

We write a with label o; at this sorting process, and we get the claim. O

5 Clusters and excessive configurations

Definition 5.1. Let I C II be a set of simple roots. A subset A C &7 is called a cluster with set of
essential roots I (or, briefly, an I-cluster) if the following conditions hold:

1. If « € A and «; € I, then the coefficient at «; in the decomposition of « into a linear combination
of simple roots is at most 1.

2. fa,B € A, a#p, then («, 8) can be equal to 1 or 0, but not —1.

3. Ifa,8 € A and (o, 8) =0, then suppaNsupp NI = &. In other words, supp « and supp 3 don’t
have essential roots in common.

Lemma 5.2. A subset of an I-cluster is an I-cluster again. Moreover, if I' C I, then every I-cluster is
also an I'-cluster.
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Proof. Obviously follows from the definition. O

Definition 5.3. An A-configuration is a sequence A,ni,...,n,, where A C &% ny,...,n, € Z>q, and
ny+...+n. =|Al.

Definition 5.4. Let A,ny,...,n, be an A-configuration. Denote by I the set of simple roots a; such
that n; > 0. A,nq,...,n, is excessive if:

L |Ri(A)] =2 ni
2. Foreach J CI,J#1I,J# @, one has: |[R;j(A)| > >, ., ni.

Definition 5.5. Let A,ny,...,n, be an A-configuration. Denote by I the set of simple roots a; such
that n; > 0. The A-configuration A, ny,...,n, is called an excessive cluster if:

1. Ais an I-cluster
2. A,nq,...,n, is excessive.
We introduce the following definition by induction on n.

Definition 5.6. Base. An A-configuration ,0,...,0 with |&| = n = 0 is always called excessively
clusterizable.

Step. An A-configuration A,ny,...,n, with |A| = n > 0 is called excessively clusterizable if: there
exists a subset I C {1,...,r} such that:

1. denote k; =n; ifiel, k;,=0iti ¢ I
2. then, in terms of this notation:
(a) ki >0ifi eI and
(b) >>k; > 0 and
(¢) |Rr(A)| = > k; (note that this implies that (A \ R;(4)),n1 — k1,...,n,. — k. is an A-
configuration) and
(d) Rr(A),ki,...,kr is an excessive cluster and
(e) (A\ Rr(A)),n1 —ki,...,n, — k, is excessively clusterizable.

Lemma 5.7. Let A,ny,...,n, be an excessively clusterizable A-configuration, and let A',nf,...,nl be

another excessively clusterizable A-configuration. Denote by J the set of simple roots «; such that n; > 0.
Suppose that:

1. AnA' =g
2. ifae A, then suppanJ =g
3. foreachi (1 <i<r), (n;y=0orn,=0).
Then AU A ,ny +nl,...,n. +nl is an excessively clusterizable A-configuration.

Proof. Induction on |A|. If A = @, everything is clear.
Otherwise, there exists a subset I C {1,...,r} such that:

1. denote k; =n; ifi eI, k;=0iti ¢
2. then, in terms of this notation:

(a) k; >0ifiel

)
(b) S k; >0
(c) [Ri(A)] =X ki
(d) Rr(A),ki,..., k- is an excessive cluster
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(e) (A\ Rr(A)),n1 —ki,...,n, — k, is excessively clusterizable.
We are going to use the induction hypothesis for (A\ R;(4)),n1 — k1,...,n. — k. and A", nf,... ,n.
Let us check that we can use it. Denote J; = J \ I. Clearly, a; € J; if and only if n; — k; > 0.
1. AnNA =a,s0 (A\R(A)NA =g2.
2. If a € A, then suppanJ = @.Also, J; C J, so, if a« € A’, then suppanJ; = @.

3. Clearly, if n; =0, then ¢ ¢ I, k; = 0, and n; — k; = 0.We know that for all 7, n; = 0 or n} = 0.So,
for all 4, n; — k; =0 or n; = 0.

By the induction hypothesis, (A\ R;(A))UA’,ny —ki+n),...,n, —k,+n! is an excessively clusterizable
A-configuration.
Note that AN A" =@, Rj(A) C A, so

(A\ Rr(A)UA’ = (AU A"\ Rr(A) (5.7.1)

Let us check that R;j(A) = R;(AU A’).Indeed, I C J since if o; € I, then k; > 0 and hence n; > 0.So,
if « € A’, then suppan I = @.So0, R;(A’) = &, and

R;(A) = R;(AU A" (5.7.2)

Using [5.7.1) and [5.7.2} we can rewrite the conclusion of the induction hypothesis as follows: (AU A")\
Ri(AUA"),ny — ki +nl,...,n, —k, +n. is an excessively clusterizable A-configuration.

1. By Lemma hypothesis, for all ¢ € {1,...,7} we have (n; =0 or n; = 0).If i € I, then k; = n; > 0,
so n;, =0, and k; = n; + n} > 0.Recall also that if ¢ ¢ I, then k; = 0.

2. Summarizing, we know the following:
(a) k; >0ifiel
(b) > k; >0
(e) [Ri(AUAY)| = R (A)] = X ki
(d) Rr(AUA’") = Rr(A),k1,..., k- is an excessive cluster
(e) (AUAY\ Ri(AUA"),n1 — k1 +nl,...,n. — k. + nl is excessively clusterizable.

By definition, this means that AUA’, ny +nj,...,n,+n. is an excessively clusterizable A-configuration.
O
Lemma 5.8. Let A,ny,...,n, be an A-configuration. Denote by I the set of simple roots c; such that

n; > 0. Suppose that:
1. A is an I-cluster
2. for each J C{1,...,r}: |Rj(A)| > e i
Then A,ny,...,n, is an excessively clusterizable A-configuration.

Proof. Induction on |A|. For A = @, everything is clear.

Let J be a minimal by inclusion nonempty subset of I such that [R;(A)[ = >, ;n;.Then for each
J cJ,J #J,J # @ we have |[Rj(A)| > > .., ni. Let us try to use this J for the definition of an
excessively clusterizable A-configuration.

1. Denote k; = n; if i € J, k; = 0 otherwise.

2. (a) JCI,soifie J, then k; =n; > 0.
(b) J is nonempty, so > k; > 0.
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(c) |[Rs(A)] = > ;e mi = >_k; by the choice of J.
(d) By Lemma R;(A) is an I-cluster and a J-cluster. It follows from the choice of J that
Ry(A),ky,..., k. is an excessive cluster.

(e) Finally, we have to check that (A\ R;(A4)),n1 —k1,...,n, — k, is excessively clusterizable.To
use the induction hypothesis, denote Iy = I\ J.Then n; — k; > 0 if and only if i € Iy. We
have to check that A\ R;(A) is an Ip-cluster and for each J" C {1,...,r}: |[Ry(A\ R (A))| >
S (ns — ko).

By Lemma A\ Rj(A) is an Iy-cluster. Let us prove that for each J' C {1,...,r}
[Ry (AN Ry(A)] = X ie o (ni = Ki).-

First, consider an arbitrary subset I}, C Iy and denote I] = I;UJ. By the definition of R;(A),
if o € A\ R;(A), then suppa N J = &.Therefore, Rj(A\ R;(A4)) = @ and

Ry (A\ R;(A)) = Ry (A\ Ry(A)) UR;(A\ Rj(A)) = Ry (A\ Rj(A)).

J C Ii, s0 Ry(A) = Ry(R;(A)) € Ry (R;(A)) € R;(A).So, R;(A) = Ry (R;(A)).Clearly,
Ry (A) is the disjoint union of Ry (A \ R;(A)) and Ry (R;(A)).So, Ry (A) is the disjoint
union of Ry (A\ Rj(A)) and R;(A).Therefore, Ry (A)| = [Ry; (A\ Rj(A))] + [Rs(A)l.

The hypothesis of the lemma says that |Rp (A)] > Ziel; n;.We can write Ziel{ n; >

(Zie]ni) + (Zie]é n;) and|R1{ (A)] > (ZieJni) + (Ziel(’) n;) and

Ry (A\ Ry (A))] + [Ry(A)] = O i)+ (D ma).-
ieJ i€l
By the choice of J, [R;(A)[ = ;. ;ni-So, |[Ryy (A\ R;(A))| > Ziel& n;.Finally, k; > 0 if and
only if i € J, otherwise k; = 0, so we can write |Ry; (A\ R;(A))| > ZieIé(ni —k;).

Now, take an arbitrary I C {1,...,r}. Set Ij = Io N I".Then Ry (A\ R;(A)) € Rp(A\
R;(A)).So, [Rp(A\ Ry(A))| > |Ry; (A\ Ry(A))[-Also we can write

S i—ki) = (ni—k))+( > (ni— ki)
i€l i€l i€l’\Io

We have already seen that n; — k; > 0 if and only if i € Iy.So, Ziel,\lo (n; — ki) =0
and 3 ;cp(ni — ki) = 2 iep(ni — ki).We already know that for Iy [Ry(A\ R;(A))| >
Zie[é (ni — ki).So,

|Rr (AN Ry(A))] 2[Ry (A\ Ry (A)| = D (i — ki) = Y (ni — k).
i€l i€l
Therefore, for every I' C {1,...,r}: |[Rp(A\ Ry(A))| > >, cp (ni — ki) By induction hypoth-

esis, A\ Rj(A),n1 —ki,...,n,. — k, is excessively clusterizable.

We have verified all of the conditions in the definition of an excessively clusterizable A-configuration,

so A,nq,...,n, is an excessively clusterizable A-configuration. O
Lemma 5.9. Let A, nq,...,n, be an excessive cluster, A # @. Let o € A and «; be such that o;; € supp «
andn; > 0. Then A\{a},n1,...,nj_1,n;—1,nj41,...,n, is an excessively clusterizable A-configuration.

Proof. Denote mj; = nj; — 1, m; = n; for i # j. Denote by I (resp. I’) the set of simple roots «; such
that n; > 0 (resp. m; > 0). Clearly, I’ C I. We are going to use Lemma

1. By the definition of an excessive cluster, A is an I-cluster. By Lemma[5.2] A\ {c} is an I’-cluster.
2. Let Iy C I. Clearly, > ;c; ni > ;. m; and R, (A\ {a})| > |Rr, (A)| - 1.

(a) If Iy = @, then |R;,(A\ {a})|=0and > .., m; =0.

i€lp
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(b) If Iy # I and Iy # @:By the definition of an excessive cluster, |Rr,(A)| > > ;c; ni.Then
|R1, (AN {a})| > [Rr,(A)] =1 > (D cp, i) — 1 > (D;ey, mi) — 1.Since all number here are
integers, |Rr,(A)| > > ;7 mi-

(c) If Io = I:By the definition of an excessive cluster, |Ry,(A)| = >_;c; ni.-We have 3, ., m; =
(Xierni) —land a € Ry, (A), so [Rry (A\{a})| = [Rr, (A)| =1 = (e, i) =1 = Dies, M-

So, for all Io C I we have |Rp,(A)| > >, mi-

2'. Now let I’ C {1,...,r} be arbitrary. Set Iy = I' N I.We have Iy C I', so |Ry(A\ {a})| > |R, (A\
{a})].We already know that |Ry,(A)] > > ,c;, mi-And if i & I, then n; = 0 and i # j, so m; = 0.
S0, D icr, Mi = D _icp Mi- Therefore, for all I' C {1,...,7} we have [Rp (A\ {a})| > > ,cp mi.

By Lemma AN\ {at,ni,...,nj-1,n; — 1,nj41,...,n, is an excessively clusterizable A-
configuration. O

Proposition 5.10. Let A,ny,...,n, be an excessively clusterizable A-configuration with A # @. Let
I C{1,...,r} be a subset such that:

1. Denote k; =n; ifiel, k;,=01ti¢I;
2. Then, in terms of this notation:

(a) ki >0ifiel, and

(b) > ki >0, and

(¢) |Ri(A)| = ¥ ks, and

(d) Ri(A), k1,...,k is an excessive cluster, and

(e) (A\ Rr(A)),n1 —ki,...,n, — ky is excessively clusterizable.

(Such a subset I exists by the definition of an excessively clusterizable A-configuration.)
Claim of the proposition: if a € Rr(A), j € I, and o € suppa, then A\ {a},ni,...,nj_1,n; —
1,mj41,...,n 5 an excessively clusterizable A-configuration.

Proof. We know that Rr(A),ki,..., k. is an excessive cluster, o € Rr(A4), j € I (so, k; > 0), and
«; € supp a.By Lemma Ri(A\{a}),ki,... . kj—1,kj —1,kji1,..., ky is an excessively clusterizable
A-configuration. We are going to use Lemma Denote m; = k; — 1, m; = k; for i # j. Then we can
say that Rr(A\ {a}),m1,...,m, is an excessively clusterizable A-configuration.

Set n, = n; — k;.Then n}, =n; if i ¢ I and n, = 0 if i € I.0n the other hand, if ¢ ¢ I, then k; =0
and m; = 0 (recall that j € I).So, for all ¢ € {1,...,7} we have (n, = 0 or m; = 0).Also, note that
mj +n} =n; — 1 and m; +nj = n; if i # j.So, we want to prove that A\ {a},m1 +nf,...,m, +n; is
an excessively clusterizable A-configuration.

The hypothesis of the proposition also says that (A \ R;(A)),n1 — k1,...,n, — k. is excessively
clusterizable. In other words, (A \ R;(A)),n],...,n.. is excessively clusterizable.

The set of simple roots a; such that m; > 0 (denote it by J) is either I, or I \ {a;}. In both cases,
J C I.By the definition of R;(A), if 8 € A and suppSNI # &, then g € R;(A), and 8 ¢ A\ R;(A).So,
if € A\ R;(A), then supp NI = & and supp SNJ = & since J C I. Finally, R;(A)N(A\R;(A)) =&
and Ry(A\ {a}) C R;(A), so Ri(A\ {a})N(A\ R;(4)) = @.

Therefore, we can apply Lemma[5.7to R;(A\ {a}),mi,...,m, and (A\ R;(A)),n},...,n).It states
that Ry(A\ {a}) U(A\ R;(A)),m1 +n),...,m, +nl is an excessively clusterizable A-configuration.

Finally, o € R;(A), a € A, so R;(A\ {a}) = R;(4) \ {a}.Again, o € R;(A), a € A, so

A\ Ri(A) = (A\{a}) \ (Ri(4) \ o) = (A\{a}) \ Ri(A\ {a}).
So,
Ri(A\{a}) U(A\ Ri(A4)) = Ri(A\{a}) U[(A\{a}) \ Ri(A\{a})].
And R;(A\ {a}) C (A\ {a}), so
Ri(A\{a}) U[(A\ {a}) \ Ri(A\ {a})] = (A\ {a}).

Therefore, A\ {a},m1 +nf,...,m, + nl is an excessively clusterizable A-configuration. O
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Lemma 5.11. Let A,nq,...,n, be an excessive A-configuration. Then for each o € ®T Nwd~, there
exists a simple root a; € supp a such that n; > 0.

Proof. By Lemmal4.2] there exists a simple roots distribution f on A with D-multiplicities nq,...,n, of
simple roots. Set a; = f(«). Then «; € supp « and f takes value «; at least once, so n; > 0. O

Lemma 5.12. Let A, nq,...,n, be an excessive A-configuration. Ifn; > 0, then there exists a <-mazimal
root o such that a; € supp «.

Proof. By the definition of an excessive configuration, if n; > 0, then [Rg;(A)| > n; > 0, so there exists
an element 3 € Ry;}(A), in other words, there exists a root 3 € A such that a; € supp 3. Since A is
a finite partially ordered set with order <, there exists a <-maximal element « of A such that § < «.
Then supp 8 C supp a and «a; € supp a. O

Lemma 5.13. Let A,nq,...,n, be an excessive A-configuration. Denote by I the set of simple roots «;
such that n; > 0. Suppose that the following is true:

If B1, B2 € A are two different <-maximal elements of A, then supp f1 NsuppP2 NI = .
Then, in fact, A has a unique <-maximal element.

Proof. Denote all <-maximal elements of A by B1,..., By. Assume that m > 1.

Denote by I; (1 < j < m) the set of all indices ¢ (1 <4 < r) such that n; > 0 and «; € supp ;. By
the Lemma hypothesis, all sets I; are disjoint. By Lemma [5.11] all of them are non-empty.

Clearly, I; C I for all j. Moreover, since m > 1, actually, I; # I. Also, it now follows from Lemma
that J = (J1;. By the definition of an excessive configuration, |Rp, (A)| > 3Z,c; ni. For each
a € A there exists a <-maximal root §; € A such that a@ < §;. This is always true for finite partially
ordered sets. And then supp o C supp §;, and it follows from Lemma applied to a that a € Ry, (w).
Moreover, if for some o € T NwdP~ we have o € Ry, (w), then there exists a; € supp a such that n; > 0
and a; € supp 3;. Then we cannot have o < 3, for k # j, otherwise a; would be in supp i, and this
would be a contradiction with the Lemma hypothesis.

So, for each o € A there is a unique index j (1 < j < m) such that a € Ry, (A). In other words, A is
a disjoint union of the sets Ry, (A) for all values of j (1 < j <m). So,

A= 3" IRy, (A).

On the other hand,

m

SR (A >0 ni,

j=1 j=1iel,
and the right-hand side contains each index ¢ such that n; > 0 exactly once since J = JI;. So,
T
icl i=1
a contradiction. O

Definition 5.14. Let A, ny,...,n, be an A-configuration. Denote by I the set of simple roots «; such

that n; > 0. We say that A, ny,...,n, is called a simple excessive cluster if:
1. |I|=1
2. A,nq,...,n, is an excessive cluster.
Lemma 5.15. Let A,nq,...,n, be an A-configuration. It is a simple excessive cluster if and only if:

there exists a number i, 1 < i <r, such that:

21



1. nj =0 for j#i,n; >0, and
2. |A| = ny, and

3. «; €supp 8 for all B € A, and
4. A is an {i}-cluster.

Proof. =. Denote by A the set of simple roots «; such that n; > 0. |A| = 1, so there exists a unique
index ¢ such that n;, > 0, and n; =0 for j # ¢. Then A = {a;}

The definition of an excessive cluster also says that A,ny,...,n, is an excessive A-configuration, in
particular this implies that |Ry;3(A)| = > n; = n;. The definition of an A-configuration also says that
|A] =3 nj; =n;, s0 A= R (A), and a; € supp 3 for all 3 € A. The definition of an excessive cluster
also says that A is an {i}-cluster.

<. The set of simple roots «; such that n; > 0 is {a;}. A is a {¢}-cluster. For the definition of an
excessive A-configuration, there are no sets I C {i} such that I # {i} and I # &, so the only condition
we have to check in this definition is that |Ry;3(A)[ = > n; = n;. And this is true since for each 5 € A
we have o; € supp 3, so R;3(A) = A, and |A| = ) n; = n; by the definition of an A-configuration. []

Lemma 5.16. Let A C ®*, «; € 1 Suppose that ov; € supp B for all 3 € A. Then A is an {i}-cluster
if and only if

1. (B,y) =1 for all 8,7 € A, B # 7, and

2. for each B € A, the coefficient at «; in the decomposition of 8 into a linear combination of simple
roots equals 1.

Proof. =. For each 8 € A, the coefficient at «; in the decomposition of S into a linear combination of
simple roots is at most 1. But we also know that «; € supp 3, so this coefficient equals precisely 1. If
B,y € A, B #~, then suppa Nsupp BN {a;} = {a;} # T, so the only possible value for (3,~) is 1.

<. (B,y) =1for all B8,y € A, B #~, and for each § € A, the coefficient at «; in the decomposition
of /3 into a linear combination of simple roots equals 1, so A is a {i}-cluster. O

We introduce the following definition by induction on n.

Definition 5.17. Base. An A-configuration @,0,...,0 with |&| =n = 0 is always called simply exces-
sively clusterizable.

Step. An A-configuration A,nq,...,n, with |A| = n > 0 is called simply excessively clusterizable if:
there exists an index ¢ € {1,...,r} such that:

1. denote k; =n; and k; =0 if j # 14
2. then, in terms of this notation:
(a) k; >0 and
(b) |Rgiy(A)] = ki (note that this implies that (A \ Ry (A4)),n1 — k1,...,n, — k. is an A-
configuration) and
(c) Rgiy(A),ki,. ..,k is a simple excessive cluster and
(d) (A\ Rg(A)),n1 — k1, ...,n. — k, is simply excessively clusterizable.

Lemma 5.18. If an A-configuration A,n1,...,n, is simply excessively clusterizable, then it is excessively
clusterizable.

Proof. Follows directly from the definition of an excessively clusterizable A-configuration for I = {i},

the fact that a simple excessive cluster is an excessive cluster, and induction on |A|. O
Lemma 5.19. Let A,ny,...,n,. be a simply excessively clusterizable A-configuration, and let
A nfy,...,nl. be another simply excessively clusterizable A-configuration. Denote by J the set of simple

roots «; such that n; > 0. Suppose that:
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1. AnA' =g
2. ifae A, then suppanJ =
3. foreachi (1<i<r), (nj=0orn,=0).
Then AUA  ny +nf,...,n. +nl is a simply excessively clusterizable A-configuration.

Proof. Induction on |A|. If A = @, everything is clear.
Otherwise, there exists an index i € {1,...,r} such that:

1. denote k; =n; and k; =0if i # 5

2. then, in terms of this notation:

(a) k; >0

(b) R (A)] =k,

(¢c) Ryy(A), k1,..., Kk, is an excessive cluster

(d) (A\ R(;3(A)),n1 — k1, ...,n, — k, is excessively clusterizable.

~

We are going to use the induction hypothesis for (A \ R;(4)),n1 — k1,...,n, — k, and A", n},... ,n..
Let us check that we can use it. Denote J; = J \ {i}. Clearly, a; € J; if and only if n; — k; > 0.

1. ANA" = 3,50 (A\ Rij(A) NA = @.
2. If o € A’, then suppanNJ = @.Also, J; C J, so, if « € A’, then suppan J; = &.

3. Clearly, if n; = 0, then j # 4, k; = 0, and n; — k; = 0.We know that for all j, n; =0 or n; = 0.0,
for all j, n; — k; = 0 or n; = 0.

By the induction hypothesis, (A \ Ry;3(A)) U A',ng — ky +nf,...,n, — k, +n;. is a simply excessively
clusterizable A-configuration.
Note that AN A" =@, R (A) C A, so

(A\ Rgy(A) UA’ = (AU A')\ Ryzy(A) (5.19.1)

Let us check that Ry;3(A) = Ry (AU A’).Indeed, i € J since k; > 0 and hence n; > 0.S0, if a € A’,
then «a; ¢ supp a since suppa N J = @.50, R;;(4’) = @, and

R{i} (A) = R{i} (A @] A/) (5.19.2)

Using [5.19.1f and [5.19.2) we can rewrite the conclusion of the induction hypothesis as follows: (AU A’)\
Rin(AUA"),ny — ki +nf,...,n. — k. +nj. is an excessively clusterizable A-configuration.

1. By Lemma hypothesis, for all j € {1,...,7r}, (n; = 0 or nj = 0).k; = n; > 0, so n; = 0, and
k; = n; + n}.Recall also that if j # 4, then k; = 0.

2. Summarizing, we know the following:
(a) k; >0
(b) [Rp (AU A = [Rep (A)] = ki
(¢) Rin(AUA") = Ry (A), ky, ..., k, is a simple excessive cluster
(d) (AUA)\ R (AUA"),ny — ky+nf, ... ,n, — k. 4 n;. is simply excessively clusterizable.

By definition, this means that A U A’,ny + n},...,n, + nl. is a simply excessively clusterizable A-
configuration. O
Lemma 5.20. Let A,nq,...,n, be a simply excessively A-clusterizable configuration. Let I C {1,...,r}

be the set of indices i such that n; > 0. Then Ry(A) = A.
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Proof. Induction on |A|. If A = &, then everything is clear. Suppose that A # &.
There exists an index ¢ € {1,...,r} such that:

1. denote k; =n; and k; =0 if § # j

2. then, in terms of this notation:

(a) k; >0

(b) [Resy(A)] = ks

(c) Ryiy(A), Ky, ..., k, is an excessive cluster

(d) (A\ Rg;(A)),n1 —ky,...,n, — k, is excessively clusterizable.

By the induction hypothesis, A\ Ry;3(A) = Rj(A\ R;3(A)). By the definition of notation R, this
means that for each 3 € A\ Ry;1(A), there exists j € J such that a; € supp 8. Also by the definition of
notation R, for each 3 € Ry;3(A), we have a; € supp 3. So, for each 3 € A there exists j € JU {i} =1
such that o; € supp 8. So, A = R;(A). O

Lemma 5.21. Let I C {1,...,r}, and let A be an I-cluster. Suppose that A = R;(A). Then there exist
numbers ny,...,n, such that:

1.nj=04fj¢lI
2. n1+...+n, =4
3. Anq,...,n. is a simply excessively clusterizable A-configuration.

Proof. Induction on |A|. If A = &, everything is clear. Suppose |A| > 0.
We know that A = R;(A) and |A] > 0, in particular, there exists a simple root «; and § € A such
that ¢ € I and «; € supp . Fix this ¢ until the end of the proof.

By Lemma Ry (A) is a  {i}-cluster. Set n; = |[Ry(A)]. By Lemma
Ry (A),0,...,0,n4,0,...,0, where n; occurs at the ith position, is a simple excessive cluster. Set

=\{i}, A’ = A\ R;(A). By Lemma[5.2] A’ is an I'-cluster. Also, if 3 € A’, then 8 € A, B € R;(A),
and suppBNI # @. If B € A, then 8 ¢ R;;(A), and o; ¢ supp 8. So, in fact supp N I" # &, and
B € Ry/(A’). Therefore, A’ = Ry/(A").

By the induction hypothesis, there exist numbers n/,...,n.. such that

Lon,=0ifj¢ I

2.0+ ... +n. =4

3. A'/nf,...,nl is a simply excessively clusterizable A-configuration.
The proof can be finished by the following argument:

1. Set nj =nj; for j # 4. Then, if j ¢ I, then j #i and j ¢ I’, so n; = 0.

2. ny+...+n, =n) +...+n. +n; = A+ Ry (A)] = |A]

3. We have already verified all conditions in the definition that A, nq,...,n, is a simply excessively
clusterizable A-configuration (we should start with 7).

O

Proposition 5.22. Let A,nq,...,n, be an excessively clusterizable A-configuration. Then there exist
numbers mq,...,m, such that:

1. If n; =0, then m; = 0.
2. my+...+m, = Al

3. A,ma,...,m, is a simply excessively clusterizable A-configuration.
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Proof. Induction on |A|. If A = &, everything is clear. Suppose |A| > 0.
There exists a subset I C {1,...,7} such that:

1. denote k; =n; ifiel, k;=0iti ¢ I

2. then, in terms of this notation:

(a) ki>0ifiel

(b) > ki>0

(¢) [Rr(A)] = X ki

(d) R;(A),ky,..., k. is an excessive cluster

(e) (A\ Ri(A)),n1 —k1,...,n, — k, is excessively clusterizable.

Ri(A),ki,... k. is an excessive cluster, and the set of indices ¢ Such that k; > 0 is exactly I, so

R;(A) is an I—cluster. By the definition of notation R, R;(R;(A)) = R;(A). So, by Lemma [5.21} there
exist numbers mj, ..., m! such that

1. ifi ¢ I, then m} =0
2. my+...+m.=|R;(A)]
3. Rr(A),m},...,m. is a simply excessively clusterizable A-configuration.

The A-configuration (A \ R;(A)),n1 — k1,...,n, — k, is excessively clusterizable. By the induction
hypothesis, there exist numbers mY, ..., m! such that

1. if n; — kz = 0, then m;/ =0
2.m{ +...+mll =]A\ Ri(A)]
3. A\ R;(A),mY{,...,m! is a simply excessively clusterizable A-configuration.

We are going to use Lemma [5.19 We have two simply clusterizable A-configurations:
Ri(A),mfy,...,m, and A\ R;(A4),mY,...,m!. Denote by J the set of simple roots «; such that m} > 0.

1. Clearly, Rr(A) N (A\ R;(A)) = @

2. We know that if 4 ¢ I, then m} =0, so J C I. Clearly, if 5 € A\ R;(A), then suppS NI =g, so
suppfNJ =a.

3. Now, for each 4, 1 <i < r, we have: if ¢ ¢ I, then m} = 0; if ¢ € I, then k; = n;, n; — k; = 0, and
m} = 0. So, (m; =0 or m; =0).

By Lemma A;my +mfy,...,m. +m! is a simply excessively clusterizable A-configuration. Set

m; = m} +m! (in other words, m; = m/ for i : a; € I and m; = m/ for i : a; ¢ I). Then A,mq,...,m,
is a simply excessively clusterizable A-configuration.

Finally, if n, = 0, then i ¢ I, m, =0, also k; = 0, so m} =0, and m; = 0. O
Lemma 5.23. Let A, nq,...,n, be a simple excessive cluster. Let w € W. Denote by i (the only existing

by Lemma index such that n; > 0. Suppose that:
1. wA € dF
2. for each B € A,

the coefficient at «; in the decomposition of B into a linear combination of simple roots

the coefficient at «; in the decomposition of wB into a linear combination of simple roots.
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Then wA,nq,...,n, is a simple excessive cluster.
Proof. We use Lemma [5.15] We know that:

1. nj =0 for j # ¢, n; >0, and

2. |A| = ny, and

3. a; € supp g for all g € A, and

4. A is an {i}-cluster.
By Lemma

1. for each 8,7 € A, 8 # v, we have (8,v) = 1, and

2. the coefficients at «; in the decompositions of all roots 5 € A into linear combinations of simple
roots are all 1

So, it follows from the lemma hypothesis that

1. since the action of W preserves scalar products, for each 8,7 € A, 8 # ~, we have (8,7) =
(w8, w™ly) = 1, and,

2. the coefficients at «; in the decompositions of all roots § € wA into linear combinations of simple
roots are all 1

In particular, for each 8 € wA we have a; € supp 5. By Lemma again, wA is an {i}-cluster. We

already know that «; € supp 8 for all 8 € wA. |lwA| = |A| = n,. The fact that [ n; = 0 for j # i,
n; > 0] does not depend on w. By Lemma [5.15] wA is an excessive cluster. O
Lemma 5.24. Let A,nq,...,n,. be a simply excessively clusterizable A-configuration. Let w € W.

Denote by I the set of simple roots a; such that n; > 0. Suppose that:
1. wAC ®F

2. for each B € A, for each a; € 1,

the coefficient at «; in the decomposition of B into a linear combination of simple roots

the coefficient at «; in the decomposition of wB into a linear combination of simple roots.

Then wA,nq,...,n, is a simply excessively clusterizable A-configuration.

Proof. Induction on |A|. If A = &, everything is clear. Suppose A # &.
By definition, there exists an index i € {1,...,r} such that:

1. denote k; =n; and k; =0 if § # j

2. then, in terms of this notation:

(a) k; >0

(b) [Rip(A)| = ks

(c) Ryiy(A), k1,. ..,k is an excessive cluster

(d) (A\ R (A)),n1 — k1, ...,n, — k, is excessively clusterizable.
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By the definition of notation R, for each 8 € Ry (A) we have a; € supp 3. Ry3(A) € A, and o; € 1
since k; > 0, so for each # € Ry;3(A),

the coefficient at o; in the decomposition of 3 into a linear combination of simple roots

the coefficient at «; in the decomposition of wf into a linear combination of simple roots.

By Lemma |5.23) wR;}(A), k1, ..., k. is a simple excessive cluster.
Again, for each 8 € A,

the coefficient at o; in the decomposition of 3 into a linear combination of simple roots

the coefficient at «; in the decomposition of wf into a linear combination of simple roots.

So, by the definition of notation R, for each 8 € A, we have [ w8 € Ry;(wA) iff B € Ry;3(A). | In other
words, wR;y(A) = Ry (wA). Therefore, w(A\ Ry (A)) = wA\ Ryzy(wA). So, Ry (wA), k..., Ky is
a simple excessive cluster.

Recall that (A \ R (A)),n1 — k1,...,n, — k, is simply excessively clusterizable. By the induction
hypothesis, (w(A\ Ry (A)) = wA\ Ry (wA)), ny — ki, ... ,n, —k, is simply excessively clusterizable. By
the definition of a simply excessively clusterizable A-configuration, wA,ny,...,n, is a simply excessively
clusterizable A-configuration. O

6 Necessary condition of unique sortability

6.1 Basic sufficient conditions for non-unique sortability

Lemma 6.1. Let w,nq,...,n, be a configuration of D-multiplicities. If there exists a simple root dis-
tribution f: ®T Nw®~ — II with D-multiplicities n1,...,n, of simple roots such that there exists a root
a € T Nwd~ such that the [coefficient at f(a) in the decomposition of « into a linear combination of
simple roots] is at least 2, then Cyn,,...n. > 2.

Proof. By Corollary there exists an antireduced labeled sorting process such that when we perform
a reflection along a root 8 € ®F Nwd®~, the label at this root is f(3). Denote the corresponding
distribution of simple roots {1,...,¢(w)} — II by f;. The D-multiplicities of labels of this sorting
process are nq, ..., n,.

In particular, when we perform the reflection o, the label is f(a). By the definition of X-multiplicity,
that means that the X-multiplicity of this sorting process is at least 2 (more precisely, it is a positive
integer divisible by 2). By Lemma Cw,ni,....n, is the number of [ labeled sorting processes of w with
the distribution of labels f; |, counting their X-multiplicities, so, it is at least 2 since we have a labeled
sorting process with distribution of labels f; and X-multiplicity at least 2. O

The following technical lemma will be useful in various parts of the present section.
Lemma 6.2. Letw e W. Ifa,f € T Nwd~ and (o, B) = —1, then a+ B € T Nwd~.

Proof. We know that o, 8 € ®, (o, f) = —1,s0 a+ 8 € ® by Lemma We also have a, 5 € ®T, so
a+B € ®*. Finally, since a, 8 € w®~, we havew o, w3 € &, sow a+p) =w latw 1€ d,

so a+ 3 € w®~. Therefore, a + 3 € ®+ Nwd~. O
Lemma 6.3. Let w,nq,...,n, be a configuration of D-multiplicities. If there exists a simple root dis-
tribution f: ®T Nw®~ — II with D-multiplicities ny,...,n, of simple roots such that there exist roots

a,B € DT Nwd™ such that (o, B) = —1 and f(a) = f(B), then Cypy,...n,. > 2
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Proof. By Lemma a+f € &t Nwd . Denote f(a) = f(B) = i, fla+ B) = ;. Clearly,
supp(a + ) = supp a U supp . We have «; € supp(a + ), so «; is in at least one of (supp «, supp ).
Without loss of generality, suppose that «; € supp a.

Consider the following new simple root distribution g on ®+ Nw®~:

g(a+ B) = ay,
9(a) = aj,

g(7) = f(7) for all other y € @T Nwd ™.

We know that a; € supp « and «; € supp f3, so the coefficient at g(a + 8) = «; in the decomposition of
«a + B into a linear combination of simple roots is at least 2. The claim follows from Lemma [6.1 O

Lemma 6.4. Let w,ny,...,n, be a configuration of D-multiplicities. If there exist two simple root
distributions f,g: ®T Nwd®~ — II with D-multiplicities ny,...,n, of simple roots such that there erist
roots o, 3 € ®T Nwd~, a # B such that f is a-compatible, g is B-compatible, and f(ca) = g(B), then
Cw)nlw";nr Z 2

Proof. Denote o; = g(a) = f(B). Denote by L the following list of simple roots (i. e., a function
{1,.. ., 0(w)} = T0): iy 1y ey Qe y Qg ooy iy oo oy Oty o .oy (e, Where, after (excluding) the first oy, |
each o is written n; times, except for «;, which is written n; — 1 times |.

By Lemma [4.11] there exists a labeled sorting process for w that starts with a, the label at this «
is f(«), and the whole list of labels is L. And there is another labeled sorting process for w that starts
with 8, the label at this 8 is g(5), and the whole list of labels is L. By Lemma Cwnypimy > 2. 0

Corollary 6.5. Let w,nq,...,n, be a configuration of D-multiplicities. If there exists a simple root
distribution f: ®T Nw®~ — II with D-multiplicities ny, ..., n, of simple roots such that there exist roots
a,B € T Nwd, a # B such that f is both a-compatible and B-compatible and f(a) = f(B), then
Cwny,n, 22

Proof. This is the previous lemma with f = g. O

Lemma 6.6. Let w,ny,...,n, be a configuration of D-multiplicities, let 0 < k < l(w). Let p1,..., Bk
be a labeled sorting process prefiz of w with D-multiplicities m1, ..., m, of labels. Suppose that m; < n;.
Denote wy, = 0g, ...08,w. Then Cyny....n. = Cuwgng—ma,...nm—m, -

In particular, if Cyy ny—ma,....np—m, = 2, then Cy pny,...n,. > 2.

Proof. Denote the list of labels of the labeled sorting process prefix g1,..., B by L.

Fix a function {k+1,...,¢(w)} — II with D-multiplicities ny —my, ..., n, —m, of simple roots. For
example, fix the following list of simple roots: aq,...,aq,...,qQ;,...,q,, where «; is repeated n; — m;
times. Denote this list by L’.

For each labeled sorting process of wy with distribution of labels L, do the following. Denote this
sorting process by Bri1,- -, Bew). Write B1,..., Bk at Bry1,- .-, Bew), and assign the original labels to
these f1,...,8k. We get a labeled sorting process of w with list of labels L, L’. The D-multiplicities
of labels in L, L’ are nq,...,n,. And the X-multiplicity of this sorting process of w is divisible by the
X-multiplicity of the sorting process of wy.

Note that we will get different labeled sorting process of w for different labeled sorting processes of
wg. By Lemma Cuwini—ma,...nn—m, is the number of labeled sorting processes of wy with list of
labels L', counting their X-multiplicities, and Cy ... n, is the number of labeled sorting processes of w
with list of labels L, L', counting their X-multiplicities. So, Ciy ny.....n,. = Cuogony—ma,....nr—mr.- O

Corollary 6.7. Let w,nq,...,n, be a configuration of D-multiplicities, let 0 < k < f(w). Let f be a
simple root distribution on ®+* Nw®~ with D-multiplicities ny,...,n, of simple Toots. Let 1, ..., Bk be
an antireduced labeled sorting process prefix with the label f(B;) at each B; (this is well-defined by Lemma
and Corollary . Denote wy, = op, ...op,w. Denote by g the restriction of f onto @ Nw,®~
(this is well-defined by the "moreover” part of Lemma , and denote by p1,...,p, the D-multiplicities
of simple roots in g. Then Cyny....n. = Cuwrpr,...p. > 0.

In particular, if Cyy py....p, = 2, then Cyny,..om, > 2.
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Proof. Clearly, if we denote the D-multiplicities of simple roots of the distribution of labels on Sy, ..., b

by mi,...,m,, then p; = n; —m;. The fact that Cy, p,,...p. > 0 follows from the presence of g,
Proposition and Lemma [3.26
The rest of the claim now follows from Lemma [6.6] O

Lemma 6.8. Let w € W. Suppose that ®+ N wd® contains exactly one root a such that w'a € —II.
Then for every § € @+ Nwd~, supp B C supp a.

Proof. Fix 8 € @+ Nw®~. Denote w™'a = —q; and w8 = — 2040

Clearly, suppw(a;a;) = suppa. Since « is the only root in ®* Nw®~ such that w=ta € —II, for
all other roots a; with j # i we have w(—a;) ¢ @ Nwd~. Clearly, w(—a;) € w®~, so w(—a;) ¢ ¢+
if i # j, and w(—a;) € ®~ if i # j. Therefore, all coefficients in the decomposition of w(—3},; aja;)
into a linear combination of simple roots are nonpositive. We also know that 3 € ®1, so all coefficients
in its decomposition into a linear combination of simple roots are nonnegative.

Since all coefficients in the decomposition of w(— Zj i a;cy) into a linear combination of simple
roots are nonpositive, the (nonnegative) coefficients in the decomposition of 8 into a linear combination
of simple roots are smaller than or equal to the corresponding (also nonnegative) coefficients in the
decomposition of w(a;a;) into a linear combination of simple roots. So, suppf C suppw(a;a;) =

supp a. L]
Lemma 6.9. Let w,ny,...,n, be a configuration of D-multiplicities. Suppose that ®T Nw®~ contains
exactly one root o such that w™'a € —II. Suppose that there exists a simple root distribution f: ® N
w®™ — II with D-multiplicities n1, . ..,n, of simple Toots such that there exists 3 € @ Nwd®~ such that

(o, B) =0 and f(a) = f(B). Then at least one of the following statements is true:
1. Cymy,oomr > 2.

2. There exists a (possibly different) simple root distribution g: ®T Nw®~ — 11 with (the same) D-
multiplicities ny, . ..,n, of simple roots such that there exist ', 8" € ®T Nwd~ such that o # 3,

azp", (6, 8") =0 and g(8') = g(B") = f(a).

Proof. First, until the end of the proof, call a root v € ®+ N w®~ red if v # o and there exists a
simple root distribution g: ®+* Nw®~ — II with D-multiplicities n1,...,n, of simple roots such that
g(a) = g(7) = f(a).

Clearly, g is a red root. Without loss of generality (after a possible change of f) we may assume that
B is a [maximal in the sense of <,,] element of the set of {red roots v such that (y,a) = 0}.

Suppose first that there exists a red root 7 such that (v,«) = —1. This means that there exists a
simple root distribution g: ®+* Nw®~ — II with D-multiplicities n,...,n, of simple roots such that
g(a) =g(v) = f(a). By Lemma (applied to the distribution g), Cyny,....n,. > 2.

Now we suppose until the end of the proof that if v is a red root, then (y,a) = 0 or (v,a) = 1.
Similarly, note that if there exists a red root  such that the coefficient at f(«) in the decomposition of
< into a linear combination of simple roots is at least 2, then Cy ... .n. > 2 by lemma So, we also
suppose until the end of the proof that if y is a red root, then the coefficient at f(«a) in the decomposition
of v into a linear combination of simple roots is 1.

Also, if the coeflicient at f(«) in the decomposition of « into a linear combination of simple roots is
at least 2, then Cy p,,. pn, > 2 by lemma So, we also suppose until the end of the proof that the
coefficient at f(«) in the decomposition of « into a linear combination of simple roots is 1.

1. Consider the case when f is a S-compatible distribution.
By Lemma [£.10} f is also an a-compatible distribution. By Corollary Cwnyyony > 2.

2. Now consider the case that f is not a S-compatible distribution.

By Lemma this means that there exists a root § € ®T Nw®~ such that 8 <, J, (5,0) = 1,
f(8) € supp B, and f(B) € suppd.
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Since (3,8) = 1 and (B,«) = 0, we see that § # «. Since f(8) € suppd, f(d) € supp 3, we can
consider a new simple root distribution h on ®+* Nwd~:

h(B) = f(9),
h(8) = f(B),
h(e) = f(e) foralle € T Nwd ¢ # B,e # 0.

Clearly, h has D-multiplicities nq, ..., n,. of simple roots as well as f. Note also that h(§) = f(8) =
fla) = h(a ) Therefore, ¢ is a red root and there are only two possibilities for (d,«): (4,a) =0
and (9, a) =

In fact, ((5,&) = 0 is also impossible, because 8 <, J, and [ is a maximal with respect to <,
element of the set of red roots orthogonal to a. So, (§,a) = 1. By Lemma a—0+p €.
Denote 3’ = o — § + . Lemma [2.7] also says that (8’,6) = 0. It also says that (8',a) = 1, so
a#f.

We are now supposing that the coefficients at f(«) in the decompositions of « and of all red roots
into linear combinations of simple roots are all 1. By Lemma B’ € ®T, and the coefficient
at f(«) in the decomposition of 8’ into a linear combination of simple roots is 1. In particular,
f(a) € supp 8.

We have 8 <, 0, so, by Lemma B € w®~. Hence, / € ®T Nwd~. By Lemma
supp 8’ C suppa, so f(B') € suppa. Set 8” = ¢ and define a new simple root distribution g on
dT Nwd™ as follows:

g9(a) = f(8)

9(8") =g(8") = fla) = f(B)

9(8) = f(B")

g(e) = f(e) for e # o, 8,8, B".

Clearly, g has D-multiplicities nq, ..., n, of simple roots as well as f.
O

Lemma 6.10. Let w,nq,...,n, be a configuration of D-multiplicities. If there exists a simple root
distribution f: ®T Nw®~ — II with D-multiplicities ny, ..., n, of simple roots such that there exist roots

§,0" € @t Nwd™ such that (6',6") =0 and f(&') = f(6"), then Cyony,... n, > 2

Proof. We are going to construct two different labeled sorting processes with the same list of labels.
Both sorting processes will begin in the same way and proceed in the same way, while possible.

Set wyg = w. We perform the following antisimple reflections while we don’t say we want to stop. We
will denote the current element of W after i reflections by w;.

While we perform these reflections, we will sometimes need to modify the distribution f. In rigorous
terms, we will have several simple root distributions fo = f, f1,..., fx (0 < k < £(w)) such that when
we perform the ith reflection (and it will be the ith reflection in both of the sorting processes we
will construct), and this reflection is o, for some v € @+ N wd~ (recall that we are doing antisimple
reflections, see Lemma 7 we assign (in both processes) the label f;(y) to it. And when we modify
our distribution later, i. e., when we define f; with j > i, we don’t change its value that was already
assigned to a step of the sorting process, i. e., f;(y) will be the same as f;(7). Also, all distributions f;
will have the same D-multiplicities of simple roots as f.

In the end, when we stop after k steps, it will be true that when we performed the ith reflection and
this reflection is o, for some v € @+ Nw®~, the label assigned to this reflection was fi (7).

Also, while we perform this reflections, we will sometimes need to modify the values of §' and §”.
Again, in rigorous terms, we will have two sequences of roots, &, = ¢',07...,9) and 65 = 6”,0%...,d)
such that (8},6)) =0, fi(6}) = f:(6)) = f(&"), and ¢&},6! € &+ Nw;P~. In particular, this means that
|®T Nw;®~| = £(w;) > 2, and this means that at a certain point we will have to stop explicitly, we
cannot exhaust the whole |®+ Nw®~|.

For each ¢ € N, starting from ¢ = 1.
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1. If there exists v € @+ Nw;_,®~ such that w; 'y € —II, v # &/_,, v # 07, then:

Set f; = fi—1, 0, = 8i_4, 0/ = 6! | We are only performing antisimple reflections now, so by
Lemma [3.13] ®* Nw;_1®~ C ®* Nw®~, and v € @ Nwd~, and f is defined on 7. We say that
the ith step of both sorting processes will be 8; = v with label f;(vy), we perform the reflection
op;, we set w; = og,w;—1. We have 8; # 8, 8; # 9/, s0 6,0/ € DT Nw;d~.

1) 71

And we CONTINUE with the next step of the sorting process (with the next value of 7).

2. Otherwise, if (w; 40/, € —TI and w; "6/ , € —1I), then we say that we WANT TO STOP.

3. Otherwise, there is only one v € ®* Nw;_; P~ such that w;_ 7 € —II, and this 7 is either §_; or
o 4.
Without loss of generality, suppose that v = §/_;. Restrict f;_; onto ®* Nw;_1®~, and denote
the result by g;—1. Temporarily (until the end of this step of the sorting process) denote the
D-multiplicities of simple roots in g;_1 by my,...,m,.

Let us apply Lemma to w;_1, to the distribution ¢;_1, and to ¢;_; and 4 ;. Lemma
may tell us Cy, ;. m4,...m, = 2. Then by Corollary @ Cw,ny,...n. = 2. Stop everything, we are
done. Otherwise, Lemma [6.9] gives us a new simple root distribution, which we denote by g;, on
Ot Nw;—1P~ and a new pair of roots, which we denote by d; and 4/, such that:

(a) the D-multiplicities of simple roots in g; are the same as the D-multiplicities of simple roots
in g;_1, they are mq,...,m,.

5,6 e dF Nw;_ 19—,

1771

(6/ 6//) _ O7

)
(c) (65,6

(d) 9:(6}) = 9i(6]) = gi-1(5;_1) = f(d")
(e) &; #1, 0 # -

Expand this new distribution g; to the whole ®+ Nw®~ using f;_;. In rigorous terms, define the
following new distribution f; on @ Nwd~: f;(a) = gi(a) if @ € DT Nw;—1P~, and f;(a) = fi_1(a)
otherwise. The D-multiplicities of simple roots in g; are the same as the D-multiplicities of simple
roots in g;_1, they are myq, ..., m,, so the D-multiplicities of simple roots in f; are the same as the
D-multiplicities of simple roots in f;_1, they are ny,...,n,.

(b

Now we again say that the ith step of both sorting processes will be 8; = v with label f;(v), we
perform the reflection op,, we set w; = og,w;—1. Again, 3; # 6., B; # 6/, so0 48},8/ € DT Nw; P~

And we CONTINUE with the next step of the sorting process (with the next value of 7).

END For each ¢ € N, starting from ¢ = 1.

After a certain number (denote it by k) of steps, we will stop. At this point we will have a simple
root distribution f; on ® Nw®~ with D-multiplicities ny, ..., n, of simple roots, a sequence B4, ..., Bk
of elements of ®T Nw®~, a sequence wy = w, w1, ..., w of elements of W such that

[0, is an antisimple sorting reflection for w;_1, and w; = o, w],

and two roots &}, 0y € ®F Nw,®~ such that (8},07) =0, fx(d},) = fx(0)) = f(&'), and w16}, wts) €
—II.

Again restrict f, onto @+ Nw,®~, and denote the result by g,. Denote the D-multiplicities of simple
roots in g by mq,...,m,. By Corollary-, gx, is both 6;.-compatible and J;/-compatible. By Corollary
6.5 Cuw oy, > 2 By Corollary-, 6.7, Cwony.oom, > 2 O

6.2 Uniqueness and non-uniqueness of sortability in case of excessive con-

figuration
Definition 6.11. Let w,n1,...,n, be a configuration of D-multiplicities. We say that it is excessive if
&t Nwd ,ny,...,n, is an excessive A-configuration.
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Definition 6.12. Let w,nq,...,n, be a configuration of D-multiplicities. We say that it is a free-first-
choice configuration if for each o € ®+* Nw®~ and for each a; € supp a such that n; > 0 there exists

a simple root distribution f on ®* N w®— with D-multiplicities nq,...,n, of simple roots such that
fla) = o
Lemma 6.13. Let w,nq,...,n, be a configuration of D-multiplicities. If it is excessive, then it is a

free-first-choice configuration.

Proof. Fix a € @ Nw®~ and an involved root «; € suppa. Set A = (T Nw®P~) \ a. Denote by J the
set of indices j (1 < j < r) such that n; > 0. Note that i € J. Set m; = n; for j # i and m; =n; — 1.
Since n; >0, m; >0 forall j (1 <j<r).

Let I C J. Clearly, 37, nj > > cymj and [Rr(A)| > [Ry(w)| — 1. If I # J, then

[Ri(A)| = [Rr(w)| =1 > (> ny) 1> (> _my) — 1.

jerI jeI

Since all number here are integers, |R;(A)| > > c;my. I 1 =J, then 3, m; = (3 ;c;n;) — 1, and

IRi(A)| > |Ri(w)| =1 > (D nyj)—1=> my.

jerI jer

So, for all I C J we have [Rr(A)[ > >, m;.

Denote by J’ the set of indices j € {1,...,r} such that m; > 0. Clearly, J' C J. So, for all I C J’
we also have [Rr(A)[ > > ;c;mj. By Lemma there exists a simple root distribution g on A with
D-multiplicities myq,...,m,. Set f(a) = «; and f(B) = g(B) for € A. This is a distribution of simple
roots on ®* Nw®~ with D-multiplicities ny,...,n,. O

Definition 6.14. Let w, nq,...,n, be a configuration of D-multiplicities. We say that this configuration
has large essential coordinates if there exists o € ®+¥ N w®~ and «; € II such that n; > 0 and the
coefficient at a; in the decomposition of « into a linear combination of simple roots is at least 2.

We say that this configuration has small essential coordinates if it does not have large essential
coordinates.

Lemma 6.15. Let w,nq,...,n, be a free-first-choice configuration of D-multiplicities. If it has large
essential coordinates, then Cy n, .. n, > 2.

seees Ty

Proof. Since the configuration has large essential coordinates, there exists o € ®* N w®~ and o; € I
such that n; > 0 and the coefficient at «; in the decomposition of « into a linear combination of simple
roots is at least 2.

By the definition of a free-first-choice configuration, there exists a simple root distribution f on
&+ Nwd~ with D-multiplicities ny, ..., n, of simple roots such that f(a) = ;. The claim follows from
Lemma [

Lemma 6.16. Let w,ny,...,n, be a free-first-choice configuration of D-multiplicities. If there exist
roots a, B € ®T Nw®~ such that (o, ) = —1 and an involved simple root o; € supp a N supp B, then
Cw,nl,...,nr > 2.

Proof. By Lemma y=a+ € dTNwd . Since a; € suppa and «; € supp 3, the coefficient at a;
in the decomposition of v = a + f into a linear combination of simple roots is at least 2. The root «;

is involved, so the configuration w,ni,...,n, has large essential coordinates. The claim follows from
Lemma [6.10] 0

Definition 6.17. Let w € W. We say that a simple root distribution f on ®* Nw®~ is flexible if there
exist roots a, 3 € ®T Nw®d~ such that (o, ) =0, f(B) € suppa, and f(«) € supp B.

Lemma 6.18. Let w,nq,...,n,. be a configuration of D-multiplicities. If there exist two simple root
distributions f and g on ®t N w®™, both with D-multiplicities n1,...,n, of simple roots, and roots
a,B € dT Nwd™ such that wla,w™ B € —1II, a # B, f(a) = g(B), then Cypy....n. > 2.
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Proof. By Lemma [£.10} f is a-compatible, and g is S-compatible. By Lemma[6.4) Cypn,,...n, > 2. O

Lemma 6.19. Let w,nq,...,n, be a configuration of D-multiplicities. If there exists a simple root
distribution f on ®T Nw®™ with D-multiplicities n1,...,n, of simple roots and roots a, f € @+ Nwd~,
a # B such that w™la,w™18 € 11, f(a) € supp B, and f(B) € suppa, then Cy oy ... n,. > 2.

Proof. Consider (possibly) another simple roots distribution g on @t Nw®~: g(a) = f(B), 9(B8) = f(«a),
and g(v) = f(v) for all other v € ®T Nw®~. Since f(a) € suppB and f(B) € suppa, this is really

a simple root distribution. Clearly, it also has D-multiplicities nq,...,n, of simple roots. The claim
follows from Lemma [6.18] O
Lemma 6.20. Let w,ny,...,n, be a configuration of D-multiplicities that has small essential coordi-
nates. Suppose that ®+ N wd~ contains exactly one root a such that w™ta € —II. Suppose that there
exists a simple root distribution f: ®T Nw®~ — II with D-multiplicities n1,...,n, of simple Toots such

that there exists B € ®T Nw®~ such that (o, ) = 0 and f(a) € suppB. Then at least one of the
following statements is true:

1. Comyom, > 2.

2. There exists a simple oot distribution g: ®T Nw®~ — II whose restriction to ®+ N (c,w)P~ =
(dT Nwd~) \ « is flexible.

Proof. The proof is very similar to the proof of Lemma[6.9] First, until the end of the proof, call a root
v € T Nwd™ red if v # o and f(a) € suppry. Clearly, 8 is a red root. Without loss of generality
we may assume that S is a [maximal in the sense of <,,] element of the set of {red roots v such that

(v,@) = 0}. Denote o; = f(«). Since f is a simple root distribution with D-multiplicities nq,...,n, of
simple roots and f(«) = a, n; > 0.
Assume that there exists a red root v such that (y,a) = —1. This means that f(v) = f(«), in

particular, f(«) € suppa, f(a) € suppy. By Lemma a+vy € drNwd~. Since f(a) € suppa,
f(a) € suppr, it follows that the coefficient at f(«) in the decomposition of « + ~ into the linear
combination of simple roots is at least 2. We know that n; > 0, so w, ny,...,n, is actually a configuration
that has large essential coordinates. A contradiction.

Therefore, if 7 is a red root, then (y,a) = 0 or (v,a) = 1. By Lemma supp 8 C supp«, so
f(B) € suppa. We also know that f(a) € suppB. Consider another simple roots distribution A on
Ot Nwd—:

Since f(a) € supp S and f(B) € suppa, this is really a simple root distribution. Clearly, it also has
D-multiplicities n, ..., n, of simple roots.

1. Consider the case when h is a S-compatible distribution.
By Lemma [£.10} f is an a-compatible distribution. By Lemma [6.4, Cy n,.....n, > 2.

2. Now consider the case that h is not a 3-compatible distribution.

By Lemma this means that there exists a root v € ®+ Nwd~ such that 8 <, v, (8,7) =1,
h(v) € supp B, and h(B) € supp~y. Since (8,7) = 1 and (B,«) = 0, we see that v # «. Also,
f(a) = h(B) € supp~, so v is a red root, and (v, «) # —1. It is also impossible to have (y,a) =0
since 8 <, 7, and we would have a contradiction with the minimality of 5 with respect to <, in
the set of red roots orthogonal to a.

So, (7,@) = 1. Recall that (a,3) = 0. Set § = o — v+ 3. By Lemma 2.7, 6 € ® and (6,7) = 0.
By Lemma a—06+p € d. Lemma also says that (v,0) = 0. It also says that (8,9) = 1,
(6,a) = 1, so a # 6. Since w,ny,...,n, has small essential coordinates, and n; > 0 that the
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coefficients at f(«) = «; in the decompositions of a and of all red roots into linear combinations
of simple roots are all 1. By Lemma § € ®*, and the coefficient at «; in the decomposition of
4 into a linear combination of simple roots is 1. In particular, f(a) € supp 4.

Recall that 8 <., v, so, by Lemma § € wd~. Therefore, 6 € T Nwd~.

Now let us check that f(vy) € suppd or f(d) € supp~y. Assume the contrary: f(v) ¢ suppd and
f(6) ¢ supp~y. Recall that v # « and (8,7) = 1, so v # S, and f(v) = h(y) € supp 8. Recall
also that (§,8) = 1. So, 8—6 € ®, and either -6 € ", or -6 € 7. Butif 3-8 € &,
then 8 < 9§, so supp 8 C suppd, and it is impossible to have f(v) € supp 8 and f(v) ¢ suppd, a
contradiction.

So,3—6€ ®T. Thena <v= -6 +a, sosuppa C suppry. By Lomma supp 8 C supp «, so
supp 8 C supp~y. Also, 83— 6 € &%, s0 § < 3, and suppd C supp 8. We know that f(§) € suppd,
so f(9) € supp . We know that supp 8 C supp~, so f(d) € supp~y, a contradiction.

Therefore, f(v) € suppd or f(d) € supp~y. Let us consider 3 cases:

(a) f(v) € suppd and f(J) € supp~y. Set g = f. Then g(d) € supp~y, g(v) € supp 9.

(b) f(v) € suppd, but f(6) ¢ suppy. Recall that f(c) € suppd. By Lemmal6.8] suppd C supp o,
so f(0) € suppa. Set g(a) = f(4), g(6) = f(a), and g(g) = f(e) for all other e € ®T Nwd~.
This is a simple root distribution on ®*Nw®~ with D-multiplicities n1, ..., n, of simple roots.
Recall also that f(«) € supp+y. Summarizing, g(§) = f(a) € supp~, g(y) = f(v) € suppd.

(c) f(6) € supp~y, but f(v) ¢ suppd. Similarly to the previous case: Recall that f(«) € supp~.
By Lemma [6.8) suppy C suppa, so f(y) € suppa. Set g(a) = f(v), g(7) = f(e), and
g(e) = f(e) for all other e € @+ Nwd~. This is a simple root distribution on &+ N wd~
with D-multiplicities nq, . .., n, of simple roots. Recall also that f(«) € supp J. Summarizing,
9(7) = f(@) € suppd, g(6) = f(6) € supp~.

So, we have constructed a simple root distribution g on ®* Nw®~ with D-multiplicities nq,...,n,
of simple roots such that g(d) € supp~y, g(7) € suppd. Recall that o # §, « # v, and (v,6) = 0 so
the restriction of g to (2T Nw®~) \ « is flexible.

O
Lemma 6.21. Let w,ny,...,n, be a configuration of D-multiplicities that has small essential coordi-
nates. If there exists a flexible simple root distribution f: ®+*Nwd®~ — II with D-multiplicities ny, ..., n,

of simple roots, then Cy pny,... n, > 2

Proof. The proof is very similar to the proof of Lemma [6.10)

Set wy = w. We perform the following antisimple reflections while we don’t say we want to stop.
This way we construct a labeled antisimple sorting process prefix. Again, we will denote the current
element of W after i reflections by w;.

Again, we will have several simple root distributions fo = f, f1,..., fr (0 < k < £(w)) such that
when we perform the ith reflection (and it will be the ith reflection in both of the sorting processes we
will construct), and this reflection is o, for some v € ®* N w®~ (recall that we are doing antisimple
reflections, see Lemma, we assign the label f;(v) to it. And when we modify our distribution later,
i. e., when we define f; with j > 4, we don’t change its value that was already assigned to a step of
the sorting process, i. e., f;(v) will be the same as f;(v). Also, all distributions f; will have the same
D-multiplicities of simple roots as f.

In the end, when we stop after k steps, it will be true that when we performed the ith reflection and
this reflection is o, for some v € ®+ Nw®~, the label assigned to this reflection was fi (7).

We will also maintain the following fact: the restriction of f; onto ®* Nw;®~ (i > 0) is flexible.

For each i € N, starting from i = 1.

1. If there exist two roots 7,7 € ®F Nw;_;®~ such that w; 'y, w; 7y € ~1I0, f;_1(y) € supp~/,
fi—1(v) € supp~, and (v,7’) = 0 then we say that we WANT TO STOP.
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2. Otherwise, if there exist three different roots «,v,7 € ®' N w;_1®~ such that wi__lloz e —II,
fi—1(7) € supp?’, fi—1(7') € supp~y, and (v,7') = 0, then:
Set f; = fi—1. We say that the ith step of the sorting process prefix will be §8; = a with label
fi(a), we perform the reflection og,, we set w; = o,w;—1. The set @ Nw; P~ still contains v and
~', so the restriction of f; to ®* Nw;®~ is flexible.

And we CONTINUE with the next step of the sorting process (with the next value of 7).

3. Otherwise:

We know that (we are maintaining the fact that) the restriction of f;_1 to ®+* Nw;_ 1P~ is flexible.
So, there exist v,y € ®T Nw;_1®~ such that f;_1(y) € suppv, fi—1(7') € supp~y, and (v,7") = 0.
By Lemma iﬁ there exists o € ®T N w;_;®~ such that w;lloz € —II. All three roots a,v,v’
cannot be different, this would be case But v # «' since (v,7') = 0. So, a = v or a = v/,
without loss of generality let us suppose that o = ~.

Note that w; ',y ¢ —II, otherwise this would be case Also, we cannot have another root
o € ®F Nw;_1®~, different from a = v, such that w; ',a’ € —TI, this would also be case [2 In
other words, there exists exactly one root o/ € ®+Nw,;_;®~ such that w; '|a’ € —II, and this root
is a. Restrict f;_; onto @+ Nw;_1®~, and denote the result by g;_1. Temporarily (until the end of
this step of the sorting process) denote the D-multiplicities of simple roots in g;—1 by mq,...,m,.

We are going to apply Lemma to w;—1. The only condition we have to check is that the
configuration w;_1,mq,...,m, has small essential coordinates. But we are doing only antisimple
reflections, so @+ Nw;_1®~ C &+ Nwd~. Also, n; > m; by the definition of m;. So, if for some
d € dt Nw;_1 P, the coefficient at some «; in the decomposition of ¢ into a linear combination
of simple roots is at least 2, and m; > 0, then n; > 0, and § € ®* Nw®d~. But this is impossible
since w,nq,...,n, is a configuration with small essential coordinates.

So, the configuration w;_1,m1,...,m, has small essential coordinates, and we can use Lemma

Lemma @ may tell us Cy, , my,...m, > 2. Then by Corollary @ Cwni,...n, = 2. Stop
everything, we are done. Otherwise, Lemma [6.9] gives us a new simple root distribution, which we
denote by g;, on T Nw;_1®~ such that:

(a) the D-multiplicities of simple roots in g; are the same as the D-multiplicities of simple roots
in g;_1, they are my,...,m,,

(b) the restriction of g; to (P Nw;—1P7) \ « is flexible.

Expand this new distribution g; to the whole ®+* Nw®~ using f;_;. In rigorous terms, define the
following new distribution f; on @t Nwd~: f;(6) = ¢;(0) if § € T Nw;_1®~, and f;(6) = fi—1(9)
otherwise. The D-multiplicities of simple roots in g; are the same as the D-multiplicities of simple
roots in g;_1, they are mq, ..., m,, so the D-multiplicities of simple roots in f; are the same as the
D-multiplicities of simple roots in f;_1, they are nq,...,n,..

Now we again say that the ith step of both sorting processes will be 5; = a with label f;(«a), we
perform the reflection og,, we set w; = og,w;—1. The restriction of f; to @ Nw;®~ is the same as
the restriction of g; to (®+ Nw;_1P7) \ a, it is flexible. And we CONTINUE with the next step
of the sorting process (with the next value of 7).

END For each ¢ € N, starting from ¢ = 1.

After a certain number (denote it by k) of steps, we will stop. At this point we will have a simple
root distribution fj on ®T Nw®~ with D-multiplicities n1, ..., n, of simple roots, a sequence f1, ..., Bk
of elements of @ Nw®~, a sequence wy = w, wy, ..., wy of elements of W such that op, is an antisimple
sorting reflection for w;_1, and w; = op,w;, and two roots v, € @ Nw, P~ such that w;lw,wglﬁy’ €

—1IL, fi(7) € supp”’, fi(y') € suppry, and (v,7') = 0.
Again restrict fr onto ®T Nw,®~, and denote the result by gi. We know (we were maintaining the

fact that) g is flexible. Denote the D-multiplicities of simple roots in gx by mq,...,m,. By Lemma
Cuwyma,...m, = 2. By Corollary [6.7) Cuyny....n, > 2. O
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Lemma 6.22. Let w,ny,...,n, be an excessive configuration of D-multiplicities. If there exist roots
a,B € T Nwd™ such that (o, ) =0 and supp S C supp i, then Cuy .. n, > 2.

11111 (o

Proof. If the configuration has large essential coordinates, Cy, p,,... n,. > 2 by lemma Suppose that
the configuration has small essential coordinates. By Lemmal[5.11] there exists a simple root «; € supp 3
involved in w,ny,...,n,. By Lemma [6.13] w,nq,...,n, is a free-first-choice configuration, so there
exists a simple root distribution f on ®T N w®~ with D-multiplicities n1,...,n, of simple roots such
that f(a) = ;. So, f(a) € suppB. Also, f(8) € supp « since supp 8 C suppa. So, f is a flexible
distribution. By Lemma Cuwni,ny > 2. O

Lemma 6.23. Let w,nq,...,n, be an excessive configuration of D-multiplicities. If there exist roots
a,B € DT Nwd™, a # B such that wa,w™ '3 € —II, and an involved simple root o;; € supp aNsupp f3,
then Cyony....ony = 2.

Proof. By Lemma [6.13] w,nq,...,n, is a free-first-choice configuration, so there exists a simple root
distribution f on ®* Nw®~ with D-multiplicities n1,...,n, of simple roots such that f(a) = «a; and
(possibly) another simple root distribution g on ®* N w®~ with D-multiplicities nq,...,n, of simple
roots such that g(8) = a;. The claim follows from Lemma O

Lemma 6.24. Let w,nq,...,n, be an excessive configuration of D-multiplicities such that Cy p,,... n, =
1, Let a, B € T Nw®d~, a # B, suppa C supp S. Then (o, B) = 1.

Proof. If (a,8) = —1, then: By Lemma [5.11} there exists a simple root «; € suppa« involved in
w,nq,...,n,. Then o; € supp g, and we have a contradiction with Lemma If (o, B) = 0, then we
have a contradiction with Lemma [6.22 O

Lemma 6.25. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy, p,,... n, =
1, Let a, B € T Nwd~, (a,B) = —1. Then v = a + B is a mazimal (in the sense of <) element of
dtNwd—.

Proof. By Lemma a+B¢c d " Nwd™. Denote v = a + B. Clearly, a < v, 8 < . Assume that
there exists d € @ Nw®~, v < 6. Then a < § and S < §. So, suppa C suppd and supp 3 C suppd.

By Lemma (o,0) =1 and (B,0) = 1. So (v,d) = 2, a contradiction. O
Lemma 6.26. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy, p, ... pn, =

1, Let a be a mazimal (in the sense of <) element of T Nw®~. If w™la ¢ —I1, then there exist roots
B,y € Dt Nwd™ such that o =+ 7.

Proof. By Lemma there are two possibilities:
1. Either there exists § € @ Nw®~ such that a < 4, (§,a) =1, and § —a ¢ ®T Nwd~,
2. or there exist roots 8,7 € ®T Nw®~ such that o = 5+ .

But the existence of such a ¢ is impossible since « is a maximal (in the sense of <) element of ®* N
wd~. O

Lemma 6.27. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy p,,... n, =
1, and let o be a <-mazimal element of ®T Nwd~. Suppose that there exist roots B,v € @+ Nwd~ such
that o = B+v. If 6 € dTNwd~, § <, § # B, § # v, then there are ezactly two possibilities:

1. (6,8)=1,(6,7) =0, (6,a) = 1.
2 (57 =1, (5,8) =0, (5,a) = 1.

Proof. 6 < «, so by Lemma (6,a) =1, and (6,8) + (,7) = 1. Since § # 8 and § # +, each of the
numbers (4, 3) and (J,v) can be either 1, or 0, or —1. The sum of two numbers from the set {1,0,—1}
can equal 1 only if one of these numbers is 1, and the other one is 0. O
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Lemma 6.28. Let w,nq,...,n, be an excessive configuration of D-multiplicities such that Cy p,,... n, =
1, and let a be a <-mazimal element of ®T Nwd~. Suppose that there exist roots 3,7 € T NwdP™ such
that o« = B++. Denote by L the set consisting of B and all roots 6 € ®T Nwd~, such that § < a, § # f3,
§# 7, and (6,8) =1, (6,7) =0, (6,«) = 1. Let 8" be a <-mazimal element of L. Then w=13" € —1I
and < .

Proof. First, note that 8 — a = —y € wd™, s0 a <, B.
Our next goal is to check that 8 <, 8’ and 8 < 3’. Consider two cases:

1. If 8 = /3, this is clear.

2. Suppose that 8 # . Then by construction, (8,5') =1, 8/—3 € ®, and 3 and 3’ are <-comparable.
B’ < B is impossible since we chose a maximal element of L, so 3 < 3’. Now, 8/ — 8 € @+ Nwd~
is impossible by Lemma since B’ < a and B’ cannot be a <-maximal element of ®+ N w®~.
But we already know that 3 < 3',s0 3 —3€ ®*,s0 8/ — 3¢ wd~, 3 — B € wd™, and 8 <, .

So, we see that in both cases, 8 < 3’ and 8 <, 3. Recall that we also have a <,, 3, s0 o <, 5.
By the construction of L, we have 8’ < a, so (5',a) =1 by Lemma and a— 3 € ® by Lemma
Denote v =a — 8. ' <a,s0y € dT. a <, B,507 cwd™,and v € T Nwd~.

Assume that w=!3’ ¢ —II. Then by Lemma there are two possibilities:

1. Either there exist roots §’,§” € ®T Nw®~ such that 8’ = §' +§”, but this is impossible by Lemma,
since 8’ < « and 8’ cannot be a <-maximal element of ®+ Nw®d~.

2. Or there exists 3”7 € ®+ Nw®d~ such that 8’ < ", (6',8”) =1, and B’ — ' ¢ P+ Nwd~. We
have to consider this possibility in more details.

First, (8/,8") =1, s0 8" — ' € ®. We have ' < 8", s0 f” — 3’ € ®*. On the other hand, we
are now considering the case when 3" — ' ¢ ®* Nwd~, so f’" — ' ¢ wd~, " — 3 € wd™, and
B < .

Let us find (8”,7). Recall that a@ <, 8, so @ <, 7, and « # p”. If (8”,4') > 0, then
(8", a)=(B",8)+(8",7") > 1and (8", a) = 2, but o # B, so this is impossible. If (8”,v") = —1,
then 8" + 4/ € ® by Lemma 2.5} and 87 ++' € &+ since 8,7 € ®*, and " ++' € wd~ since
B,y ewd , and a ="+ <"+ since 8/ < B”. A contradiction with the <-maximality of
a. Therefore, (8”,+") = 0.

Then (8”,a) = (8”,8")+ (B",7') =1, a — 8’ € &, and « is <-comparable with 5”. Since a
is a <-maximal element of ®T N w®~, we have 8” < a. We are now considering the case when
B < B”. Also recall that 3 < . Hence, 8 < 3”. By Lemma [6.24 (3,3”) = 1. In particular,
B # B" Note that 3+~ € @, so (8,7) = —1 by Lemma 2.5] So, 8" # 7. By Lemma [6.27]
(8,8") =1, (8",7) =0, and (8", a) = 1.

Summarizing, 3" < a, 8 # 8", 83" # v, (3,8") =1, (8”,7) =0, and (8”,a) =1, and 3’ <, 5"

This is a contradiction with the <-maximality of 3’
Therefore, w13’ € —II. O

Lemma 6.29. Let w,nq,...,n, be an excessive configuration of D-multiplicities such that Cy p, ... n, =
1, Let a be a mazimal (in the sense of <) element of ®T Nw®~. Let o; € suppa. Then there exists a
root B/ € ®F Nwd~ such that: w'p" € —II, and a; € supp B, and 5 < «.

Proof. If w™'a € —II, we are done. Otherwise, by Lemma there exist 3,7 € ®* Nw®~ such
that @« = 8+ 7. Then (a; € supp 3 or «; € supp+y), because it is not possible to have a; ¢ supp 3,
a; ¢ supp~y, and a; € supp(f + ). Without loss of generality, a; € supp .

By Lemma there exists 8/ € & N w®~ such that 8’ < a, w™ ' € —II, and § < B’. Since
B < ', we have supp 8 C supp 3’. We have supposed that «; € supp 3, so «; € supp 5. O

Lemma 6.30. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy, p, ... pn, =
1, Let o, o/ be two different mazimal (in the sense of <) elements of @ Nw®~. Then supp a Nsupp o’
does not contain involved roots.
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Proof. Assume the contrary. Assume there exists «; such that n; > 0 and a; € suppa, «; € suppa’. By
Lemma [6.29] there exist 3, 3 € & Nw®~ such that w™'B, w1 € ~1II, B < a, B < o/, oy € supp b,
o; € supp 3. Then by Lemmal6.23] this is possible only if 8 = 3. By Lemma[6.24] (o, 8) = (o, 8') = 1.

We can also conclude that a; € supp aNsupp o’. Hence, by Lemma (o, @) cannot be —1. Also,
(o, @') cannot be 1, otherwise « —a’ € ®, and « and o’ would be <-comparable, they would not be able
to be both <-maximal. So, (a, ') = 0. By Lemma y=a—-08+a €.

Also, since (o, 8) = 1, it follows that a— 8 € ®, w la—w 1B € ®, and a and 3 are <,,-comparable.
By Lemma [3.10, 8 is a <,-maximal element of ®* Nw®~, so we cannot have 8 <,, a. Hence, a <, 3.
By Lemma |2.15] v € wd~.

Recall that «; € suppa, «a; € suppcd/, a; € suppS. By Lemma the coefficients at «; in the
decompositions of a, o', and 3 into linear combinations of simple roots are all 1. So, by Lemma [2.8
v € ®*. Therefore, v € ®T Nwd~.

Finally, 8 < a, s0 0 < o — 3, and o < . A contradiction with the maximality of o’. O

Lemma 6.31. Let w,nq,...,n, be an excessive configuration of D-multiplicities such that Cy p,,... n, =
1, Then there is a unique <-mazximal element of T Nwd .

Proof. Denote by J the set of indices ¢ (1 < ¢ < r) such that n; > 0. By Lemma if 8 and B2
are two different <-maximal elements of ®* Nw®~, then supp 31 Nsupp B2 N J = &. So, we can apply

Lemma By Lemma [5.13] there is a unique <-maximal element of ®+ N w® . O
Lemma 6.32. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy, ;... pn, =

1, and let o be (the unique by Lemma m) <-mazimal element of ®+ N w®~. Suppose that there
exist roots 3,7 € ®T Nwd™ such that « = S+ . Denote by L the set consisting of B and all roots
€ dt Nwd~, such that § < a, § # B, § #~, and (6,8) =1, (§,7) =0, (§,«) = 1. Then there exists a
unique <-mazimal element of L.

Proof. We are going to use Lemma Assume that there exist two different <-maximal elements of
L. Denote them by 8’ and 5”. By Lemma B=<p,B=<p" wlp € I, and w'p"” € —~II. By
Lemma there exists an involved root o; € supp 8. Then «; € supp 3, o; € supp8”. We have a
contradiction with Lemma [6.231 O

Lemma 6.33. Let w,ny,...,n, be an excessive configuration of D-multiplicities such that Cy, ;... pn, =
1, and let o be (the unique by Lemma <-mazimal element of ®T Nw®~. Then it is impossible to
find roots 3,7 € ®+ Nwd~ such that o = [+ 7.

Proof. Assume the contrary, assume that there exist roots 8,7 € ®+Nw®~ such that « = 3+~. Denote
by L the set consisting of 8 and all roots § € @+ Nw®~, such that § < a, § # B, § # v, and (5,6) = 1,
(6,7) =0, (6,a) = 1. By Lemma there exists a unique <-maximal element of L, denote it by 3’. By
Lemma w~ B’ € —II. Similarly, denote by L’ the set consisting of v and all roots § € ®+ Nwd—,
such that 6 < «, 6 # 8, § # ~, and (6,8) = 0, (4,7) = 1, (6,a) = 1. We can apply Lemmas and
to 7 instead of B and to L’ instead of L. We will find a <-maximal element of L', denote it by +/,
and see that w™'4y/ € —II. By Lemma & Nwd™ is a disjoint union of L, L', and {a}.

The rest of the proof is similar to the proof of Lemma Denote by J the set of indices ¢ (1 <3 <)
such that n; > 0. Since « is the unique <-maximal element of ®+ N w®~, it follows from Lemma m
that J C suppa. Clearly, suppa = supp /S Usuppy. Since 8 < 8 and v < 7/, we have suppa =
supp 8’ Usupp~y’. So, J = JNsupp a = (JNsupp 8/)U(JNsuppy’). But (JNsupp B)N(JNsuppy) = &
by Lemma[6.23] So, J is the disjoint union of J Nsupp B’ and J N supp~'.

By the definition of notation R, R jnsupp s/ (W) U Rjnsupp+ (W) = Ry(w). By Lemma Rjy(w) =
®T Nwd~. Suppose that § € L. B’ is the unique <-maximal element of L, so § < ', suppd C supp 3,
and supp d N (JNsuppy’) = @. S0, § & R jnsupp~ (w). Since R jnsupp g (W) U R jasupp (W) = 2T Nwd ™,
6 € Rynsupp pr(w).

Similarly, if § € L/, then , since ' is the unique <-maximal element of L', so § < +'. suppd C supp?/,
and supp d N (JNsupp B') = &. So, § & Rynsupp s (w). Since R jnsupp g7 (W) U R jasupp ' (W) = 2T Nwd ™,
d € Rjnsupp~ (w). Since f < « and 7' < a, suppf’ C suppa and suppy’ C suppa. So, o €
R jnsupp pr (W), o € R jnsupp v/ (w).

Summarizing, for each § € ®T Nwd~:
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1. If § S L, then o S RJﬂsuppB/ (’U_}) and 0 ¢ RJﬂsupp'y’ (’lU)
2. If 6 € L', then § ¢ R jrsupp g/ (w) and 0 € R rasupp v/ (w)
3. If 6 = v, then ¢ € Rjnsupp g/ (w) and 6 € R jnsupp~ (W).

In other words,
R jrsupp g (w) = LU {a} and Rjnsupp (w) = L' U {a}.

Therefore,
|Ryrsupp g (W) + [Ransupp (w)| = [L] + [L| + 2= [2F Nw®™ | +1 = f(w) + 1.

On the other hand, by the definition of an excessive configuration,
|Rnsupp g (w)| > Z n;j and [Rjnsupp (w)] > Z ng.
j€JNsupp B’ je€JNsupp vy’
Since all numbers here are integers,
R jnsupp g (w)| = 1+ Z nj and [Rjnsupp ()] 2 1+ Z nj-
j€JNsupp B’ jeJNsupp vy’

We know that .J is the disjoint union of JNsupp 3" and JNsupp~’, so ZjEJﬁsupp 5 M —&-ZjeJmsupp Ty

> ey - By the definition of J, 37, ;n; = 377, n;. The sum of the two last inequalities is: £(w)+1 >
24n1+...+n.. But ny +... 4+ n, = f(w), and we get a contradiction. O
Lemma 6.34. Let w,nq,...,n, be an excessive configuration of D-multiplicities such that Cy p,,... n, =

1. It is impossible to find two roots B,y € ®T Nwd~ such that (B3,7) = 0 and there exists an involved
root o; € supp 8N suppy.

Proof. Assume the contrary. Let « be the (unique by Lemma <-maximal element of ®+* N w®~.
By Lemmal6.24] (o, 8) = (o, 7) = 1. By Lemma[2.7 6 = 83— a+~ € ® and (a,6) = 0. By Lemmal6.15]
the coefficients at «; in the decompositions of «, 8, and -y into linear combinations of simple roots are
all 1. So, be Lemma §edt.

We have (o, 8) =1, s0 a — 3 € ®. Recall that « is the unique <-maximal element of ®T Nw®d~, so
B <a,and f—a € ®F. By Lemma[6.33] it is impossible to have a — € T Nwd~, s0o a — B € wd™,
and a <, 5. By Lemma dewd™. So,§ € DT Nwd™, (§,a) =0, and § < « since « is the unique

<-maximal element of ®T N w®~. We have a contradiction with Lemma [6.24 O]
Proposition 6.35. Let w,ni,...,n,. be an excessive configuration of D-multiplicities such that
Cwny,ony. = 1. Then @ Nw® ", ny,...,n, is an excessive cluster.

Proof. Denote by J the set of involved simple roots. Let us check that ®T Nw®~ is a J-cluster. Let
a € T Nwd~, and let a; € J. Then the coefficient at a; in the decomposition of o into a linear
combination of simple roots is at most 1 by lemma Let a, 8 € T Nwd~.

The product («, ) cannot be equal —1 by Lemmas and If (o, 8) = 0, then suppa N
supp S NJ = & by Lemma So, ®T Nw®~ is a J-cluster. By the definition of a configuration
of D-multiplicities, {(w) = |®T N w®~| = > n;, and, by the definition of an involved simple root,
Yong =y e i S0, |2 NwdT| = 3. ;n;. By the definition of an excessive configuration of D-
multiplicities, if I C J, I # J, I # @, then |R;(w)| = |[R;(®TNw®™)| > 37,/ ni, 50 @TNwd ™, ny, ... 0,
is an excessive cluster. O
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6.3 Reduction of the general case to the case of excessive configuration

Lemma 6.36. Let w,nq,...,n, be a configuration of D-multiplicities such that Cyn,....n, = 1. Then
there exists a minimal by inclusion nonempty subset I C {1,...,r} such that |Rr(w)| = >_,c;n; and
n; >0ifiel.

Proof. n1+...4+n, = £(w) > 0. Denote by J C {1,...,r} the set of i such that «; is an involved simple
root, i. e., n; > 0. Then } ;. ;n; =n1 + ... +n, = {(w). Clearly, J is nonempty.

By Lemma [3.26] there exists a labeled sorting process of w with D-multiplicities nq, ..., n, of labels.
By Corollary @, |Rj(w)] > > ,c;ni = £(w). On the other hand, by the definition of notation R,
Rj(w) € ®T Nwd™, so [Ry(w)| < [@T Nwd™| = L(w). So, |R;(w)| = €(w) =>,c,;ni. In particular,
this means that there exist nonempty subsets J’ C {1,...,7} such that [ |[R; (w)| = > ;. ;,n; and n; > 0
for all 4 € J"]. (J is one of such subsets J’.) Then there exists a minimal by inclusion nonempty subset
IC{1,...,r} such that |R;(w)| =>_,.;n; and n; > 01if i € I. O

iel
Lemma 6.37. Let w € W, let 0, be an admissible sorting reflection for w. Let I C {1,...,7} be a
subset such that suppa NI = . Then

1. RI(an) = UQR[(w),
2. for every j € I, for every 5 € Ry(w):

the coefficient at o in the decomposition of B into a linear combination of simple roots

the coefficient at a; in the decomposition of o3 into a linear combination of simple roots

Moreover, by Lemma there exists a bijection between (®+ Nw®~) \ a and (PT N ouwd™).
Denote it by 1. Then (Rr(w)) = Rr(oaw).

Proof. Let f € Rr(w). Let j € I be an index such that the coefficient at «; in the decomposition of /3
into a linear combination of simple roots is positive. Then 8 — 0,08 is a multiple of . Also, 5 # « since
suppa Nl = @. Lemma says that ¢ () is either 8 or 8 — . Again, in both cases, 8 — ¢(f) is a
multiple of a.

Therefore, all three of the coefficients at «; in the decompositions of 3, of ¥(8) and of o, into
linear combinations of simple roots coincide, and the coefficients at a; in the decompositions of o,
and of v(f) into linear combinations of simple roots are positive. In particular, 0,8 € ®*. Also,
a3 € oow®d™ since B € Ry(w) and 8 € wd™. Therefore, 0,88 N (c,w)®~, and 0,8 € Ri(o w).
Clearly, ¥(8) € ®+ N (cqw)®~, so ¥(B) € Ri(caw).

Similarly, if v € Rr(oaw), then there exists j € I such that the coefficient at o in the decomposition
of v into a linear combination of simple roots is positive. v — o, 1y = v — 0,7 is a multiple of a. Also,
Lemma says that ¥ ~1(y) is either v or v + a.

Again, the coefficients at «; in the decompositions of v, of ¢y ~!(v), and of o'y = 0,7 into linear
combinations of simple roots coincide. And the coefficients at «; in the decompositions of o, and of
¥~ 1(7) into linear combinations of simple roots are positive. So, o,y € ®F. Also, 047 € Tao,wP™ =
w®™ since v € Ry(o,w) and v € o,w®~. Therefore, 0,7+t Nwd™, and 0,7 € Rr(aw). Clearly,
61(9) € BT A (gaw)D, 50 ¥(7) € Ry(ow).

Hence, o, establishes a bijection between R;(w) and Rj(c,w).

Finally, let 8 € Ry(w). Let j € I be arbitrary. Again we can say that 8 — 0,8 is a multiple of «.
Therefore, the coefficients at ¢; in the decompositions of 3 and ¢, into linear combinations of simple
roots coincide. O

Lemma 6.38. Let w,ny,...,n, be a configuration of D-multiplicities such that Cy n,.... .n. > 1. Suppose
that there exists I C {1,...,7} such that |Rp(w)| = >",c;ni < £(w). Then there exist « € N wd™
and oy such that:

1. 0, is an admissible sorting reflection for w, and
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2. i¢1I, and

3. Cogwny,yeini—1ni—Llinipr,on, = 1, and
4. Ri(oqw) = o4 Rr(w), and

5. for every j € I, for every 8 € Ry(w):

the coefficient at o in the decomposition of B into a linear combination of simple roots

the coefficient at o in the decomposition of o3 into a linear combination of simple roots.

Proof. We know that } . ;n; < {(w) and ny + ...+ n, = £(w), so there exists i ¢ I such that n; > 0.
Fix this ¢ until the end of the proof.

Consider the following list of labels: L = ay, @1, ..., Q1,..., Q..o QjynnyQp, ..., 0, Where, after
(excluding) the first «y, [ each «; is written n; times, except for «;, which is written n; — 1 times |.
Clearly, it has D-multiplicities n1, ..., n, of labels. By Lemma[3.26] there exists a labeled sorting process
of w with list of labels L. Denote the root it starts with by «a. Then, by Proposition (?moreover”
part), there exists a simple root distribution f on ®* Nw®~ such that f(a) = ;.

By the definition of a sorting process, o, is an admissible sorting reflection for w . If we remove «
with its label a; from the beginning of the sorting process, we will get a labeled sorting process for o,w
with D—multiplicities NyyeoyNj—1, N5 — 1, N1y Ny of labels. SO7 Can,nl7---,”727177Li_1vni+1,--<,nr > 1.

Let us check that o ¢ R;(w). Assume the contrary. By the definition of notation R, if f(58) € I,
then 8 € Ry(w). The number of roots 8 € ®T Nw®d~ such that f(B) € I, is exactly Zjel n;. So, we
have >, n; roots B in Ry(w) such that f(8) € I, and one more root v € Ry(w), which is different
because f(a) =a; ¢ I. So, |[Ri(w)| > 1+ 3 ;. ny, a contradiction with Lemma hypothesis.

So, a ¢ R;(w), and suppa NI = @. Now the rest of the claim follows from Lemma [6.37} O
Lemma 6.39. Let w,nq,...,n, be a configuration of D-multiplicities such that Cyrny,...m, > 1 and

w # id. Let I C {1,...,r} be a subset such that |Rr(w)| = ) ;c;ni (not necessarily minimal by
inclusion, not necessarily consisting of involved roots only). Denote k; = n; if i ¢ I, k; =0 ifi € 1.
Denote k =k1 + ...+ k,.

Then there exists a labeled sorting process prefiz B, ..., Bk of w with D-multiplicities k1, ..., k, of
labels such that if we denote wy = og, ...08,w, then

1. ka,nl—krl,...,nr—k:r Z 1; and
2. Ry(wy) =o0p, ...05 Ri(w), and
3. for every j € I, for every f € Ry(w):

the coefficient at a; in the decomposition of B into a linear combination of simple roots

the coefficient at o in the decomposition of o, ...0, 3 into a linear combination of simple roots.

Proof. Induction on k. If k = 0, everything is clear.

If k> 0, then > ,.;n; < f(w), and we can use Lemma It says that there exists an index
ie{l,...,r},i¢ I, and a oot « € ®T Nw®d~. Denote 51 = a and fix this ¢ until the end of the proof.
Lemma also says that:

1. op, is an admissible sorting reflection for w, and
3. Cdﬁlw,nl,m,nifl,nifl,ni+1,m,nr > 17 and

4. RI(Uﬁlw) = UglR](w).
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In particular, |R;(og,w)| = Zjel n;. We can apply the induction hypothesis to the configuration
08, W, N1, ., N1, — 1, M1, ...,y of D-multiplicities (recall that ¢ ¢ I). This induction hypothesis
will use numbers ki,...,k;—1,k; — 1,kiy1,...,k, instead of kq,...,k,. and k — 1 instead of k. As an
output, the induction hypothesis will give a labeled sorting process prefix of o, w of length k — 1 with
D-multiplicities k1, ..., ki—1,k;—1,ki+1,. .., k. of labels. Denote this sorting process prefix by S, ..., Bk.
Then, if we denote wy, = 0, ...08,08, w, this sorting process prefix will have the following properties:

1' ka,n1—kl,...,ni_l—kk,i,(ni,—1)—(k7¢—1),n7¢+1—ki+1,...,nr—kr = ka,nlfkl,...,nrfkr Z ]-7 a'nd
2. RI(wk)zoﬁk...052R1(051w)7
3. and for every j € I, for every 5 € Ry(og w):

the coefficient at «; in the decomposition of 5 into a linear combination of simple roots

the coefficient at «; in the decomposition of og, ...0s,8 into a linear combination of simple roots

We already know that R;(op,w) = g, Ri(w), so Rr(wg) = 0, ...0p Rr(w).
Finally take any j € I and any 8 € R;(w). Recall that Lemma also says that

the coefficient at «; in the decomposition of 3 into a linear combination of simple roots

the coefficient at a; in the decomposition of og, 3 into a linear combination of simple roots.

It also follows from Lemma that og,8 € o, Ri(w) = Ri(0s,w), so the conclusion we made from
the induction hypothesis says that

the coefficient at «; in the decomposition of og, 5 into a linear combination of simple roots

the coefficient at o in the decomposition of og, ...0s,04,8 into a linear combination of simple roots.
Therefore,

the coefficient at o in the decomposition of § into a linear combination of simple roots

the coefficient at «; in the decomposition of og, ...0g, 3 into a linear combination of simple roots.

O
Lemma 6.40. Let w,n,...,n, be a configuration of D-multiplicities such that Cyp, .. n, = 1 and
w#id. Let I C{1,...,r} be a minimal by inclusion nonempty subset such that |Rr(w)| = >_,c;ni and
n; > 04fi € I. Denote m; =n; ifi € I, mjy =0 ifi ¢ I. Then Rr(w),m1,...,m, is an excessive

cluster.

Proof. Denote k; =n; ifi ¢ I, k; =0if i € I. Denote k = k1 + ...+ k,.. Clearly, m; + k; = n; for all i
(1<i<r).

By Lemma there exists a labeled sorting process prefix 51,..., 0, of w with D-multiplicities
k1,..., k. of labels such that if we denote wy = o0g, ...0s w, then

1. ka,nl—kl,...,nr—k:r Z 17 and
2. Ri(wg) =0, ...08 Ri(w), and
3. for every j € I, for every 8 € Ry(w):

the coefficient at o in the decomposition of § into a linear combination of simple roots

the coefficient at a; in the decomposition of og, ..., 3 into a linear combination of simple roots.

42



First, note that by Lemma Cuwyni—kr,...nm—k, must be 1, otherwise Cy n,,. n, would be bigger
than 1. By the lemma hypothesis, |Rr(w)| = >_,.;n;. By the definition of mg, >, ;ns = > my, so
|Rr(w)| = m;. We have m; =n; — k; for all ¢, and >_ k; = k, and by the definition of a configuration
of D-multiplicities, > n;, = {(w). So, > m; = {(w) — k, and |R;(w)| = ¢(w) — k. We also know that
Ri(wg) = 08, ...08 Rr(w), so |Rr(wg)| = |Rr(w)| = £(w) — k. On the other hand, since S, ..., Bk
is a sorting process prefix for w, for each j, 1 < j < k, op, is an admissible sorting reflection for
0p,_, - -0p,w, and L(og, ...08w) = L(op,_, ...08w) — 1. So, L(wy) = L(0op, ...08w) = {(w) — k.
Therefore, |Ry(wg)| = l(w) — k = l(wg) = |PT Nw, @~ |, and Ry(wg) = T Nwp®~.

Now, choose an arbitrary subset Iy C I, Iy # I, Iy # @. Clearly, Ry, (w) C Rr(w). If 8 € Ry, (w),
then there exists i € Iy such that the coefficient at «; in the decomposition of 8 into a linear combination
of simple roots is positive. We know that this coefficient equals the coefficient at «; in the decomposition
of o, ...0p, 3 into a linear combination of simple roots. So, the coefficient at «; in the decomposition
of og, ...03, 0 into a linear combination of simple roots is positive. We know that o, ..., Rr(w) =
Ri(wg) =@ Nwi®, s0 04, ...05,8 € T Nwp®~, and op, ...05,0 € Ry, (wy).

Similarly, take an arbitrary v € Ry, (wy). Then (0, ...05,) 'y € Ri(w). Moreover, there exists
i € Iy such that the coefficient at «; in the decomposition of v into a linear combination of simple roots
is positive. And this coefficient equals the coefficient at «; in the decomposition of (o, ...0s,) 1y into
a linear combination of simple roots. So, the coefficient at «; in the decomposition of (o, ...0s,) "y
into a linear combination of simple roots is positive, and (og, ...05 ) 'y € Ry, (w). Summarizing,
Ri,(wg) =0, ...0p, R, (w). Therefore, |Ry, (wy)| = |Ri, (w)].

We chose Iy so that Iy # I, Iy # &, and I was a minimal by inclusion nonempty subset of {1,...,7}
such that >, c;n; = |[Ri(w)]. So, [Ri,(w)| # > s, ni- Also, Cyny,...n, = 1, so, by Lemma I%
there exists a labeled sorting process of w with D-multiplicities ny,...,n, of labels. By Corollary [4.6
|R1(w)| > 3 e, i Therefore, |Rp, (wi)| = |Rr,(w)| > 3;cp, ni- Now recall that m; = n; for all i € I,
and Iy C I. So, [Ry,(wg)| > > ez, M-

We know that if ¢ € I, then n; > 0 by lemma hypothesis and m; = n; so m; > 0, and if i ¢ I, then
m; = 0 by the definition of m;. So, I is the set of involved roots of the configuration wy,mq, ..., m, of
D-multiplicities. And we have checked that |Rr(wg)| = l(wy) = D,y mi, and that if Iy C I, Iy # 1,
Iy # @, then | Ry, (wi)| > 3 ;c;, mi. Together this is exactly the definition of an excessive configuration
of D-multiplicities. Therefore, wg,m1,...,m, is an excessive configuration of D-multiplicities. By
Proposition m & Nwp®~ is an excessive cluster.

Let us check that Ry(w) is an I-cluster. Let o € Ry(w), and let ¢ € I. Then o, ...0p,a € Ri(wg) =
Ot Nw,d~. &t Nw,P~ is an excessive cluster, so it is an I-cluster, and the coefficient at a; in the
decomposition of o, ...0s, « into a linear combination of simple roots is at most 1. And Lemma also
says that this coefficient equals the coefficient at «; in the decomposition of « into a linear combination
of simple roots. So, the coefficient at «a; in the decomposition of « into a linear combination of simple
roots is at most 1.

Let o, 8 € Ry(w), o # 8. Note that

(o, B) = (08, -.-0p, 0,08, -..08, ).

Again,
Oy - 03,0,08, ...05 3 € Ri(wg) =T Nwp®™,

and @t Nw,®~ is an I-cluster, so (og, ...05,a,08, ...0s 3) cannot be equal —1, and («, 8) cannot be
equal —1. If (o, 8) = 0, then (0p, ...08,a,08, ...0s,0), and

supp(og, -..05,a) Nsupp(og, ...08,0) NI = @.

If suppaNsuppf NI # @, then there exists ¢ € I such that both of the coefficients at «a; in the
decompositions of a and ( into linear combinations of simple roots are positive. But these coefficients
equal the coefficients at a; in the decompositions of o, ...0s,a and og, ...og, 3 into linear combinations
of simple roots, respectively, a contradiction with the fact that

supp(og, -..05,a) Nsupp(og, ...0s,0) NI = .
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Therefore, Ry(w) is an I-cluster.

By the definition of a configuration of D-multiplicities, £(w) = |®* Nw®~| = > n;, and, by the
definition of an involved simple root, > n; = >, ;1. So, |2T Nw®~| =", ; n;. By the definition of
an excessive configuration of D-multiplicities, if I C J, I # J, I # @, then |Ry(w)| = |[Rr(®TNwd~)| >
> ier i 80 T Nw®™,ny, ..., n, is an excessive cluster. We have already seen that )", n; = |Rr(w)|
and if In C I, Ip # I, and I # @, then [Ry,(w)| > > _;c; ni. Now recall that m; =n; if i € I, and that
> mi = Y ;e N, and that I is exactly the set of indices such that m; > 0. So, |Rr(w)| = > m; and
if Ip C I, In # I, and Iy # @, then |Ry,(w)| > >, mi. Therefore, Rr(w),my,...,m, is an excessive

cluster. 0
Proposition 6.41. Let w,nq,...,n, be a configuration of D-multiplicities such that Cy ... n,. = 1.
Then ®T Nw®~,nq,...,n, is an excessively clusterizable A-configuration.

Proof. Induction on ¢(w). If w = id, then everything is clear. Suppose that w # id.

By Lemma [3.26] there exists a labeled sorting process of w with D-multiplicities n1,...,n, of labels.
By Proposition there exists a distribution f of simple roots on ® N w®~ with D-multiplicities
ni,...,n, of simple roots.

By Lemma there exists a minimal by inclusion nonempty subset I C {1,...,r} such that
|Rr(w)] = > ;c;mi and ny > 0if i € I. Denote m; = n; if i € I, my = 0if i ¢ I. Denote also
k; = n; —m;. Clearly, m; > 0 if and only if ¢ € I. Also, > m; > 0 since I is nonempty. We know that
|Rr(w)| = > ;c;ni and ng = m; if i € I, so |Rp(w)| = > ;c; m;. By Lemma Rr(w),mq,...,m, is
an excessive cluster.

To prove that @+ Nw®~,nq,...,n, is excessively clusterizable, it suffices to prove that (d+Nwd®~)\
Rr(w), ki, ..., k. is excessively clusterizable (we have just checked all other conditions in the definition
of an excessively clusterizable A-configuration).

Set m = |R;(w)|. By Lemma there exists an antireduced sorting process prefix f1,..., 3y of w
such that R;(w) = {1, ..., Bm} Recall that we have a distribution f of simple roots on ®* Nw®~ with
D-multiplicities n1,...,n, of simple roots. Let us make a labeled antireduced sorting process prefix out
of B1,...,Bm: we assign label f(3;) to §; (this is well-defined by Lemmaand Corollary. Denote
the D-multiplicities of the labels we have just assigned by m/,...,m.. Clearly, m} +...+m/. =m.

Now note that if « € @ Nw®~ and f(a) € I, then, by the definition of a simple root distribution,
fla) € suppa, and o € R;(w), in other words, a € {f1,...,08m}. Therefore, if ¢ € I, then the D-
multiplicity of label «; in the antireduced sorting process prefix (i, ..., 8, equals the the D-multiplicity
of value «; in f, i. e., it equals n; = m,;. In other words, m} =m; if i € I.

We know that m = |R(w)| = >,c; ms. So, m = |Rp(w)| = >,c; m; We also know that ) mj = m.
Since m/ are nonnegative integers, m/ = 0 for all i ¢ I. We also know that m; = 0if ¢ ¢ I, so m}, =m;
for all ¢ ¢ I. Therefore, m; = m) for all 4, 1 < i < r and k; = n; —m] for all 4, 1 < i < r. So, if we
restrict f to (2T Nw®™ )\ Ry(w) = (2T Nwd~)\ {B1,...,Bm}, we will get a simple root distribution
(denote it by ¢g) with D-multiplicities k1, ..., k, of simple roots.

Denote w,,, = og,, ...0p,w. By Lemma (@t Nwd® )\ {B1,...,Bm} = " Nw,,®~. By
Corollary Cwnyrnn = Cuwpokrvokey, > 00 But Coypy oy = g, = 1, and we can
apply the induction hypothesis. It says that ® N w,,®~, ky,...,k, is an excessively clusterizable A-
configuration. We have already checked that (2T Nw®~) \ Ry(w) = (2T Nwd®™ )\ {B1,...,Bm} =
Ot Nw, @, s0 (DT Nwd™ )\ Rr(w), k1, ..., k- is an excessively clusterizable A-configuration. And this
was the last condition we had to check in the definition of an excessively clusterizable A-configuration
for @ Nwd®=,n,...,n,. O

.....

7 Sufficient condition of unique sortability

Lemma 7.1. Let w € W, and let T C{1,...,7} be a nonempty subset such that Ry(w) is an I-cluster.
Let oo € Rr(w) be such that o, is an admissible sorting reflection for w. Suppose that suppa NI # I.
Denote by Ay the set of roots § € Rr(w) such that a <, 3. Denote by Ay the set of roots v € Rr(w)
such that (a,) = 0. Then Rp\suppa(w) € A1 U As.
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Proof. Let 0 € Rp\guppa(w). Then § # a since supp aN(I\supp a) = &. Clearly, Rpguppa(w) € Rr(w),
s0 0 € R;(w), and we have two possibilities for d: either (6, a) = 1, or [ (J, @) = 0 and supp dNsupp aNl =
a].
Suppose that (6,a) = 1. Then § — a € ¥, so & and § are <-comparable. Moreover, in fact, a < 4§,
otherwise suppd C suppa and suppd N (I \ suppa) = @, a contradiction with 0 € Rp\suppa(w). So,
§—a € ®T. Assume that also § —a € wd~. Let i € I\ supp a be an index such that «; € suppd. Then
a; ¢ supp o, and o € supp(d — «). So, 6 — a € Ry(w). But then (o, —a) = —1, a contradiction with
the fact that R;(w) is an I-cluster. So, d —a € w®*, and w™ld —w la=w 1 (§ —a) € T, s0 a <y, 6,
and § € A;.

If (0,¢) = 0, then 0 € As. O

Lemma 7.2. Let w,ny,...,n, be a configuration of D-multiplicities. Let I C {1,...,r} be a nonempty
subset such that:

1. denote k; = n; fori eI, k; =0 otherwise
2. in terms of this notation, suppose that

(a) |Rr(w)| =>_k; and

(b) Rr(w),ki,...,kr is an excessive cluster.

Let o € Rr(w). Suppose that a is not the <y, -greatest element of Ry(w) (in other words, either o is
not a <,-mazimal element of Rr(w), or it is a <, -mazimal element, but there are more <, -mazimal
elements in Rr(w)). Denote by Ay the set of roots § € Rr(w) such that o <y, 5. Denote by As the set
of roots v € Ry(w) such that (o, ) = 0. Then [A1 U Az| > e\ supp a) Fi-

Proof. Let us consider two cases:

1. First, suppose that suppa NI = I, in other words, I C suppa. Then I\ suppa = & and
Zie(l\supp ) k; = 0. Also, « is not the <,-greatest element of Ry(w), so either there exists
B € Rr(w) such that a <,, 3, or there exists v € Ry(w) such that o # v and « and 7 are not
<w-comparable.

(a) If there exists § € Ry(w) such that o <, 3, then 8 € Ay, and A; # @, and |A; U As| > 0.

(b) Suppose that there exists v € Ry(w) such that 8 and « are not <,,-comparable. Then (a,~)
cannot be 1, otherwise ¥ —a € ® by Lemma[2.5, w™'(y—a) = w 'y —w 'a € @, and o and
v are <,,-comparable. Recall that Rj(w) is an I-cluster, so («,7) cannot be —1. Therefore,
(a,7) =0, v € Ag, Ay is nonempty, and |4; U Ag| > 0.

2. Now suppose that suppa NI # I. By Lemma Rpsuppa(w) € Ap U Ay, so A U Ag| >
| Rn\supp o (w)|. By the definition of an excessive cluster, |Rp\suppa (W) > i (n\supp a) Ki-

O

Lemma 7.3. Letw € W, and let I C {1,...,7} be a nonempty subset such that Ry(w) is an I-cluster.
Let a € Ry(w) be such that o, is an admissible sorting reflection for w. Denote by Ay the set of roots
B € Rr(w) such that o <, 5. Denote by Ay the set of roots v € Ry(w) such that (a,y) = 0.

Lemma establishes a bijection between (T Nwd™) \ a and ®T No,wd~. Denote this bijection
by : (2T Nwd™ )\ o = T Noqwd . Then Ryuppani(daw) NY(A; U As) = 2.

Proof. Suppose that v € As. Then by Lemma Y(y) =~. Also, v € Ry(w), and Ry(w) is an I-cluster,
so suppa Nsuppy NI = &. Therefore, ¥(v) =¥ ¢ Rsupp ani(Taw).

It suffices to prove that if 8 € Ay, B ¢ Ag, then ¥(8) ¢ Rsuppani(daw). So, suppose that 8 € Aj,
B ¢ As. Then (8,a) cannot be —1 since Ry(w) is an I-cluster, (8, a) cannot be 0 since S ¢ As, so
(B,a) =1. Then B —a € ®, and w™ !B —w la € ®* since a <4, B. So, B—a € wdt and a — € wdP~.
Ifa—B3€®t, thena—B€ T Nuwd~, B € PTNwd™, and o, is not an admissible reflection by Lemma
a contradiction. So, a — 3 € &7, and o < 3. Recall that 8 —a € wdt, s0 § —a ¢ P+ Nwd~. By

Lemma Y(B)=p0—a.
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Assume that ¥(5) = f — a € Rsuppani(caw). Then there exists a simple root a; such that i €
suppa N I and the coefficient at a; in the decomposition of 5 — « into a linear combination of simple
roots is at least 1. i € suppa N I, so the coefficient at a; in the decomposition of a into a linear
combination of simple roots is also at least 1. So, the coefficient at «; in the decomposition of 8 into
a linear combination of simple roots is at least 2, and i € I, a contradiction with the definition of an
I-cluster. O

Lemma 7.4. Let w,nq,...,n, be a configuration of D-multiplicities. Let I C {1,...,r} be a nonempty
subset such that:

1. denote k; =n; fori € I, k; =0 otherwise
2. in terms of this notation, suppose that

(a) |Ri(w)| =>_k; and

(b) Rr(w),ki,...,kr is an excessive cluster.

Let o € Ry(w). Suppose that a is not the <,,-greatest element of Ry(w). Let i € I. Then there are no
labeled sorting processes of w with D-multiplicities ny,...,n, of labels that start with « with label «;.

Proof. If a;; ¢ supp a, everything is clear. Let «; € suppa. We have i € I, so k; = n;. If n; =0, then
everything is also clear. Let n; > 0.

Assume the contrary, assume that there exists a labeled sorting process 31, ..., By of w with D-
multiplicities ny,...,n, of labels such that 8; = «, and the label at this « is a;. Then Ba,. .., By
with the same labels form a labeled sorting process of o,w with D-multiplicities ni,...,n;—-1,n; —
1,m41,...,n, of labels.

Set n; = n; for j # i, n), = n; — 1. By Corollary | Rsupp ant(caw)| > ZjESuppaﬂI n; Since
1 € suppa N, we can write

| Rsupp ant (Faw)| > =1+ Z nj.
jéE€supp anl

Lemma establishes a bijection between (®* N w®~) \ @ and & N o, wd~. Denote this bijection
by ¢: (@F Nwd™)\ o = &+ Noqw®™. By Lemma[3.7 if 8 € @+ Nwd~, B # «a, then ¥(B) equals
either 3, or 8 — a. In particular ¥(8) < 3, and supp(8) C supp 8. So, if v € Rsuppani(cdaw), then
suppyNsupp aNl # @, so supp ¥~ (y)Nsupp aNl # &, and supp 1 (y)NI # @, and =1 (v) € Rr(w).
So, wil(RsuppaﬁI(UoﬂU)) - Rl(w)~

Denote by A; the set of roots 8 € Ry(w) such that a <,, 5. Denote by As the set of roots v € Ry(w)
such that (a,y) = 0. By Lemma Rsupp ani (0aw) N (A1 U Ag) = @, 50 v (Reuppani(0aw)) N
A1 U Ay = @. So, we have three disjoint subsets of Ry(w): ¥~ (Rsuppani(daw)), (41 U Az), and {a}.
Therefore,

|R1(w)| >
[ (Rsupp anr (Gaw))| + [A1 U Az +1 = |Rsupp anr(0aw)| + |41 U As| +1 >
—1+ ) m AU+

jEsupp anl

By Lemma [A1 U Az| > 37 (nsuppa) Ki- SO

Riw)[ > > my+|AUAl> >0 ni+ Yk

j€supp anl j€supp anl JE(I\supp @)

Now, I is the disjoint union of suppa NI and I\ supp e, and k; = n; for j € I. So, |Rr(w)| > Zjel n;.
This is a contradiction with the definition of an excessive cluster. O

Lemma 7.5. Let w,ny,...,n, be an excessively clusterizable configuration of D-multiplicities, w # id.
Let I C{1,...,7} be a subset such that:
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1. denote ki=n; ifi€l, k;=0idti¢ [
2. then, in terms of this notation:

(a) ki >0ifiel and
(b) > ki >0 and
(¢) [Rr(w)[ =X ki

(d) Ri(w),kq,...,k, is an excessive cluster.
Then Rr(w) contains a unique <.,-mazimal element a. Moreover, I C supp a.

Proof. First, assume that there are at least two different <-maximal elements in R;(w). We are going
to use Lemma5.13] Let 31 and S» be two different <-maximal elements of R;(w). Then (51, 82) cannot
be —1 since R;(w) is an I-cluster, and (31, 82) cannot be 1, otherwise they would be <-comparable. So,
(81,B2) = 0, and, by the definition of an I-cluster, supp 51 Nsupp o NI = &. So, by Lemma there
is actually a unique <-maximal element of R;(w), denote it by 5.

By Lemma for each 7 € I we have a; € supp 8. So, I C supp 3.

Assume that there exists ¢ € I and a <,-maximal element of v € R;(w) such that «; ¢ supp~y.
Clearly, v # 8. The root § is the unique <-maximal element of R;(w), so v < 8, and suppy C supp .
Also, suppyNI # @ since v € Ry(w). So, supp~yNsupp SNI # &, and, by the definition of an I-cluster,
(8,7) = 1. Then 8 —~ € ®*, and 8 and ~ are <,-comparable. The root 7 is a <,-maximal element
of Rr(w), so B <y 7, and v — B € wdt, and B —v € wd ™, and B —v € T Nwd~. We have i € I,
so a; € supp B3, but we have assumed that «; ¢ supp~y. So, «; € suppS —, and 8 — v € Ry(w). But
(7,8 — ) = —1, a contradiction with the definition of an I-cluster. Therefore, if v is a <, -maximal
element of Ry(w), then I C supp~.

Finally, assume that there are two different <,,-maximal elements of R;(w). Denote them by « and
~v. We know that I C suppa and I C supp~y, so suppa Nsuppy NI # &. By the definition of an
I-cluster, (o,y) = 1. Then o — € ®, and « and  are <,,-comparable, a contradiction. So, there exists

a unique <,-maximal element of Rj(w). O
Lemma 7.6. Let w,nq,...,n, be an excessively clusterizable configuration of D-multiplicities, n = {(w).
Then there exists a function f: {1,...,n} — II that takes each value «; exactly n; times and such that

there exists a unique sorting process of w with list of labels f, moreover, this unique sorting process is
in fact antireduced, and its X -multiplicity equals 1.

Proof. Induction on n. If n = 0, everything is clear.
If n > 0, then, by the definition of an excessively clusterizable configuration, there exists a subset
IC{1,...,7} such that:

1. denote k; =n; ifi el k;=0iti¢ T
2. then, in terms of this notation:

(a) ki>0ifi eI and
(b) > k; >0 and

(©) [Br(w)] =2 ki
(d)

)

(e) (T Nwd®)\ Rr(w)),n1 — k1,...,n,. — k, is excessively clusterizable.

Rr(w),ki,..., k. is an excessive cluster and

By Lemma R;(w) contains a unique <,,-maximal element, denote it by 31, and I C supp f;.

Choose an arbitrary ¢ € I. Set f(1) = «;. We have «; € supp f1, so, by Corollary there exists
a € ®T Nwd~ such that a; € suppa, and o, is an antisimple sorting reflection for w. «; € supp «, so
a € Ry(w). By Lemma a is a <,-maximal element of ®+ Nw®~. Then it also <,-maximal in
R;(w). But by Lemma R;(w) contains only one <,-maximal element, so « = 31. In other words,
0, is an antisimple sorting reflection for w.
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Set wi = og,w. By Lemma Ot Nw® = (PF Nwd™) \ B1. By Proposition
(dT Nw®™) \ f1,71,---, M1, — 1, Mi41,...,m, is an excessively clusterizable A-configuration. So,
W1, Ny Nj—1,M — 1, M441, ..., N, is an excessively clusterizable configuration of D-multiplicities.

By the induction hypothesis, there exists a function g: {1,...,n — 1} — II that takes each value «;
with j # i exactly n; times and takes value «; exactly n; — 1 times and such that there exists a unique
sorting process of wy with list of labels g. Denote this sorting process by fBs, ..., B,. It is antireduced,
and its X-multiplicity equals 1.

For each j, 2 < j # n, set f(j) = g(j —1). Then f takes each value «; exactly n; times. Then we
can assign label a; to 51, and By, B2, ..., B, becomes a labeled antireduced sorting process for w with
list of labels f. By the definition of an I-cluster, the coefficient at «; in the decomposition of £; into
a linear combination of simple roots equals 1. So, the X-multiplicity of the labeled sorting process we
have constructed for w is 1.

Suppose that we have another sorting process for w with list of labels f, denote it by v1,...,7,. By
Lemma [7:4 v, = (1. It follows directly from the definition of a labeled sorting process that v, ..., v, is
a labeled sorting process of w; with list of labels g. Therefore, by the induction hypothesis, 5; = «y; for

2 < 7 < n, and the labeled sorting process of w with list of labels [ is unique. O
Proposition 7.7. Let w,nq,...,n, be an excessively clusterizable configuration of D-multiplicities.
Then Cyony,...n, = 1.

Proof. Follows directly from Lemma [7.6] and Lemma [3.26] O

8 Criterion for unique sortability

Theorem 8.1. Let w,nq,...,n, be a configuration of D-multiplicities. The following conditions are
equivalent:
1. w,ny,...,n, is excessively clusterizable.

2. Cw,nl,...,nr =1.
Proof. Follows directly from Proposition and Proposition O

9 Powers of a single divisor

Definition 9.1. We say that a sequence 0 = 3y, 81, ..., Bk, where B1,..., 8, € ®T, is path-originating
if:

1. Bj — Bj—1 for all j (1 < j < k) are simple roots, denote them by a;;, = 8; — 3;-1 (1 <j < k)

2. (@ij,a4;,,) = =1, and (a;;,0q,) = 0 if [j — j'[ > L.
Remark 9.2. In terms of the notations from Definition[9.1}, B; = o + ... + .

Remark 9.3. In terms of the notations from Definition there are mo coinciding roots among
Qjyy oo ey Oy

Remark 9.4. If 0 = o, b1, ..., Br is a path-originating sequence and j < k, then 0 = By, B1,...,5; is
a path-originating sequence of roots.

Remark 9.5. In terms of Dynkin diagrams (recall that we are working only with simply-laced Dynkin
diagrams), two vertices ¢ and j are connected with an edge if and only if (a;, ;) = —1. Otherwise,
(aj,a5) =0 fori # j, (o, 05) = 2.

So, in terms of Dynkin diagrams, the path-originating sequences of roots are exactly the sequences of
roots constructed as follows:

1. Take any simple path in the Dynkin diagrams, i. e., any Sequence iy, ...,1x of vertices such that
each two subsequent vertices are connected with an edge, and the vertices don’t reappear.
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2. Then set B1 = oy, Bo = iy + iy, .., B = iy + ...+
Remark 9.6. If0 = By, 51,..., 8k is a path-originating sequence and j < k, then 81 < B2 < ... < [k.

Lemma 9.7. Let 0 = By, 81, ..., Bk is a path-originating sequence. Denote o;; = B — Bj—1. If By =
v+ 6, where 1 <m <k and 7,5 € ®T, then, up to an interchange of v and §, there exists an index p
(1 <p<m) such that v = B, and 6 = o, + ...+, .

Proof. Note that if 0 = Sy, B1,...,0 is a path-originating sequence and 1 < m < k, then 0 =
B0, 81, - - -, Bm is also a path-originating sequence. So it suffices to consider the case when k = m.

Induction on k. If kK = 1, then 8y = 5y € 11, and everything is clear.

Suppose that k > 1. Then f;_1 = B — a;, € T, so, by Lemma Bk, up,) = 1. So, (v, 4,) +
(0,04,) = 1. If v = @, (resp. § = ay,)), then § = Br_1 (resp. v = Br_1), and we are done. Suppose
that v # «;, and ¢ # «;, . Then one of the products (7, «;, ) and (0, «;, ) has to be 1, and the other has
to be 0. Without loss of generality, (7, a;,) =0 and (6, ;, ) = 1. Then § — o;, € ®. Recall that § € &+
and «;, €11, so a;, — & cannot be in ®*. Hence, § — a;, € P

Now we have fBr_1 = fr — a;, = v+ (§ — «;,). By the induction hypothesis, there exists p (1 <
p < k — 1) such that either v = j,, or 6 — a;, = Bp. Assume that § — o;, = 8,. Then by Lemma
(Bp, @i;,) = —1. On the other hand, 8, = a;, +...+a;,, and p < k—1, so (3, s, ) = 0, a contradiction.
So, v = Bp, then 6 = B, — By = i, + ... + . O

Lemma 9.8. Let 0 = S, B1,..., Bk is a path-originating sequence. Then (5;,B8;) =1 if 1 < 4,5/ <k,

J#

Proof. Using Remark and induction on k, it is sufficient to prove that (8;,8;) =1 for 1 < j < k.
Denote o, = 3j— ;-1 (1 < j < k). Then 8y = o, +...+ay,. By the definition of a path-originating

sequence, if 1 < j <k, then (i, ,,q;;) = —1, (q;, ;) = 2, (@ijy,, ;) = —1, and (a,,, ;) = 0 for
j'# j—1,4,j+1. So, (Bk, ;) = 0. By Lemma (Bk, Br—1) = 1since Br—PBr—1 € . Now, for1 < j < k
we have (Bkﬁj—l) = (5ka5j)—(5k7aij) = (Bkaﬁj)' So, (Brs Br—1) = (Br, Br—2) = ... = (Br, /1) = 1. O

Lemma 9.9. Let 0 = By, 81, ..., Br is a path-originating sequence. Let B1 = ay,. Then {B1,..., Bk} is
a {iq}-cluster.

Proof. Since all differences 3; — B;_1 are different simple roots, the coefficients at simple roots in the
decomposition of any [3; into a linear combination of simple roots are at most 1. By Lemma

(Bj,B5)=11if1<y,j <k,j#3. So,{B1,...,Bk} is a {i1 }-cluster. O
Lemma 9.10. Let 0 = fo,B1,...,08n 1S a path-originating sequence. Let 1 = «;,. Then
{B1,---,8n},0,...,0,n,0,...,0 (where n occurs at the iy th position) is an excessive cluster.

Proof. By Remark a;, X B for 1 <j<n,soa; €suppp; for 1 <j<n. So, R;; {B1,...,6n}) =

{ﬁla te 7ﬂn}
By Lemma {B1,...,Bn}is a {is }-cluster. We have to check that {81,...,8,},0,...,0,n,0,...,0

is an excessive A-configuration, but since the sequence 0,...,0,n,0,...,0 contains only one non-zero
entry, the i;th one, the only requirement in the definition of an excessive A-configuration is that
|R;,({B1,-..,6n})| = n, but this is clear since R;, ({B1,...,8n}) = {B1,.-.,06n} O
Lemma 9.11. Let 0 = o, b1,...,0n 5 a path-originating sequence. Let w = og, ...08,. Then
Bny-.-,B1 5 an antireduced sorting process for w, and w = og, ...0p, 5 an antireduced expression
for w.

Proof. Induction on n. If n = 0, then w = id, and the list 3,, ..., 81 is empty, so everything is clear.

Suppose that n > 1. Let us check that o, is an antisimple sorting reflection for w. Let us compute
w~1B,. Note that w™! = gg, ...05,. Denote a;; = Bj —Bj—1 (1 <j<n). Then B = oy, + ... + ay,
(0 < j <n). First, og, 8, = — . Consider two cases:

1. If n =1, we can write —f3, = —ay,.
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2. Ifn > 1: We have 8, = B,,—1+0q, and (Bn—1,0n) = 1,008, 06, =«a,,,and og, ,(—fn) = —,.
Now, for each j, n—2 > j > 1, we have (3;,q;,) = (a;;, +...+ a4, a;,) = 0 by the definition of a
path-originating sequence. So, og,(—a;,) = —a;, . Therefore, w8, = —ay,.

Summarizing, for all n we always have w18, = —a, .
Now, 8, € ®F and 3, = w(—a;,), so B, € w®™, and 3, € ®T Nwd~. Again, w18, = —aq;, .
By Lemma 3.8 0p, is an antisimple sorting reflection for w. Set wy = og,w = 0p, ,...05,. By

the induction hypothesis, 8,_1,..., 01 is an antireduced sorting process for w. Now it follows directly
from the definition of a sorting process that (,,..., 51 is an antireduced sorting process for w, and
w=o0g, ...0p, is an antireduced expression for w. O

Corollary 9.12. Let 0 = fy, b1,...,0n is a path-originating sequence. Let w = og,...08,. Then
ST Nwd = {B1,...,Bn}-

Proof. Follows directly from Lemma and Lemma [9.11 O
Corollary 9.13. Let 0 = Bo,01,-..,0n is a path-originating sequence. Let 81 = «oy,. Let w =
op, --.08,. Then ®F Nw®~,0,...,0,n,0,...,0 (where n occurs at the iyth position) is an excessive
cluster.

Proof. Follows directly from Lemma [9.10] and Corollary 0.12] O

Corollary 9.14. Let 0 = Bo,51,...,0n 1S a path-originating sequence. Let 81 = «y,. Let w =
0g, ---08,. Then @ Nwd,0,...,0,n,0,...,0 (where n occurs at the iyth position) is an excessively
clusterizable A-configuration.

Proof. Follows directly from the definition of an excessively clusterizable A-configuration for I = {i;}

and Corollary O
Lemma 9.15. Let w € W, oy, € I, n = £(w). Suppose that @ Nwd™,0,...,0,n,0,...,0 (where n
occurs at the i1th position) is an excessive cluster. Then it is possible to write ®TNw®™ as {B1,...,Bn},

where 0 = Bo, 1, ..., Pn is a path-originating sequence, [if n >0, then b1 = a;, |, and By, ..., 01 is an
antireduced sorting process for w (w = og, ...0p, ).

Proof. Induction on n. If n = 0, everything is clear. Suppose that n > 0.

First, ®T Nw®~,0,...,0,n,0,...,0 (where n occurs at the i;th position) is an excessive cluster, so,
in particular, it is an excessive A-configuration. Note that there is only one possibility for the set I
from the definition of an excessive A-configuration, namely I = {i;}, because all other entries in the
sequence 0,...,0,n,0,...,0 are zeros. So, this definition actually says that R{il}(w) =dTNwd~. The
definition of an excessive cluster also says that Ry; y(w) is a {ay, }-cluster. In other words, ®* Nw®~ is
a {a;, }-cluster.

By Corollary there exists a root, denote it by 3, 3, € T Nwd~, such that o, is an antisimple
sorting reflection for w. Denote w; = o, w. By Lemma Ot Nw; @™ = (2T Nwd™) \ B,. Recall
that Ry; 3 (w) = &+t Nwd~. In particular, o;, € supp B, and we can use Proposition It says that
T Nw;®,0,...,0,n —1,0,...,0 (where n occurs at the i;th position) is an excessively clusterizable
A-configuration.

By the induction hypothesis, it is possible to write ®T N w;®~ as {B1,...,Bn_1}, where 0 =
BosB1,- -5 Pn_1 is a path-originating sequence, [ if n > 1, then 8; = a4, |, and B,_1,...,01 is an
antireduced sorting process for w; (w; = o5, ,...05,). Then we can write @™ Nw®~ = {B1,...,B,}.
It also already follows from the choice of £, and of the definition of an antireduced sorting process that
Bn, Bn-1,..., b1 is an antireduced sorting process for w (w =o0g, ...0s,).

Denote o;; = f3; — -1 for 1 < j < n. Recall that ®* Nw®~ is a {ay, }-cluster and Ry;,y(w) =
®T Nw®d~, so there are no orthogonal roots in ®* Nw®~. Indeed, if d1,d2 € T Nwd™ and (d;,d2) = 0,
then 81,02 € Ry;,3(w), and oy, € supp d; Nsupp dz, a contradiction with the definition of a {a;}-cluster.
Therefore, if 1 < j,j' <k, j # j, then (8;,8;) = 1.

Denote v = 8, — Bn—1- By Lemma v €D, (v,8,-1) = —1, and (v,5,) = 1. Also, og, is an
antisimple sorting reflection for w, so, by Lemma By is a <,-maximal element of ®* N w®~, so
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Y= Bn - ﬂn—l € UJCI)Jr, and - = ﬂn—l - ﬂn € wd™. AISO; (Vﬂﬂn) = 17 S0 (77a6n) = 717 and -
cannot be in ®+ Nwd~, because T NwdP~ is a {a, }-cluster. So, —y ¢ &+, and v € P+.

Assume that v ¢ II. Then there exist 71,72 € ®T such that v; + 2 = v. We have (v, 8,-1) = —1,
(71, Bn—-1) + (92, Bn—1) = —1. So, one of the products (y1, Bn—1) and (y2, Bn—1) equals —1, and the other
equals 0. Without loss of generality (after a possible interchange of v; and 73) we may suppose that
(71, Bn=1) = —1 and (y2, Bn—1) = 0. Recall that if 1 < j, 5" <k, j # j’, then (8;,5;:) = 1. So, 2 cannot
be equal to one of the roots 8, 1 < j < k. In other words, 72 ¢ @+ Nwd~.

Set § = 8,_1+71. By Lemma §€®T. Then +v2 = Bn1+71 +v2 = Bn_1 +7 = Bn. Clearly,
Bn_1 < 0. We already know that 0 = Sy, 31,...,08n_1 is a path-originating sequence, so by Remark
,81<Bz<...<ﬁn_1. So, B; <0 for1 <j<mn,and ; # 6 for 1 < j < n. Also, 3, # ¢ since
Bn =03+ 72, and 72 € ®F, s0 2 # 0. Therefore, § ¢ dT Nwd~.

On the other hand, §,v5 € ®*. So, 6,72 ¢ w®™ and §,v2 € wd™. But then 3, = § + 72 € wb™,
Bn & W™, B, & DT Nwd™, a contradiction. Therefore, v € II.

If n =1, then: 8,_1 = Bp =0, and we see that 81 = v € II; we also know that «;, € supp f1,
so in fact o, = 1 =17.

Denote «;, = . The previous argument shows that there is no conflict of notation for n = 1. If
n = 1, then it is already clear that g, 51 is a path-originating sequence. Let us check that if n > 1, then
Bo, ..., 0y is also a path-originating sequence.

We already know that So,...,[Hn—1 is a path-originating sequence, so the products (a;, ;) for
1 < 4,4 < mn are the same as they should be in the definition of a path-originating sequence. So we have
to check that (o, ,q;, ,) = —1and (a;,,a;;) =0for 1 <j<n—1.

First, note that (8,-1,a;,) = —1 by Lemma If1 <j<n-—1,then (8,a;,) = (8;,6n) —
(Bj,Bn-1) = 1—-1=0. If j =0, then §; = 0, and also (8;,c;,) = 0. So, if 0 < j < n —1,
then (Bj,a;,) = 0. Now, (a,, i, ,) = (®i,,0n-1) — (®,,Bn—2) = —1, and if 1 < j < n — 1, then
(i, ;) = (i, B5) — (v, Bj-1) = 0. So, Bo, ..., Bn is a path-originating sequence. O

Corollary 9.16. Let w € W, «y, € I, n = {(w). Suppose that @+ Nw®d~,0,...,0,n,0,...,0 (where
n occurs at the i1th position) is an excessively clusterizable A-configuration. Then it is possible to write
St Nwd as {B1,...,8n}, where 0 = By, B1,...,0n is a path-originating sequence, [ if n > 0, then
B1=qy, |, and By, ..., B is an antireduced sorting process for w (w = og, ...08, ).

Proof. There is only one possibility for the set I from the definition of an excessively clusterizable A-

configuration, namely I = {41}, because all other entries in the sequence 0,...,0,n,0,...,0 are zeros.
So, this definition actually requires ®+ N w®~,0,...,0,n,0,...,0 to be an excessive cluster. The claim
now follows from Lemma [0.15 O

Proposition 9.17. Let w € W, let a;, € 1, and let n = ¢(w). The following conditions are equivalent:
1. Cyo,...0m0,..,0=1 (where n occurs at the i1th position).
2. ®T Nwd~,0,...,0,n,0,...,0 (where n occurs at the iyth position) is an excessive cluster.

3. T Nwd,0,...,0,n,0,...,0 (where n occurs at the iyth position) is an excessively clusterizable
A-configuration.

4. There exists a path-originating sequence 0,81, ..., 3, such that ay;, = Bi, and T N wd~ =
{617 s 7/Bn}-

5. There exists a path-originating sequence 0, 51, ..., By such that o, = 1 and w =o0g,, ...0p,.

The sequence 0, B, ..., By in conditions[§] and[J is actually the same and unique. Moreover, By, ..., [
is an antireduced sorting process for w, and and w = o0, ...0p, is an antireduced expression.
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Proof. follows from Theorem [8.1
Bl =4 follows from Lemma [9.15]
Bl =3 follows from Lemma [9.15]
=[4] follows from Corollary

Bl follows from Corollary
Hl =2 follows from Lemma [0.10)

follows from Corollary

Uniqueness in condition [4] follows from Remark By Corollary if condition [5] holds for some
path-originating sequence, then [4 also holds for the same sequence, so the path-originating sequence in
is also unique and is the same in[d and [5} Finally, the "moreover” part follows from Lemma O

Corollary 9.18. Let i € {1,...,r}. Then the mazimal number n such that D is a multiplicity-free
monomial equals the length of the longest simple path in the Dynkin diagram that starts at the ith
vertez. O

10 Powers of many divisors

In this section, we are going to give an upper bound on the length of w € W such that there exist
numbers ny, ..., n, such that Cy », ... n. = 1. We are going to talk about simply excessively clusterizable
A-configurations most of the time, and then we will use Proposition [5.22

Lemma 10.1. Let w € W. Let ®* N wd® ,n1,...,n,. be a simply excessively clusterizable A-
configuration. Let i1 € {1,...,7} be an index such that:

1. denote ki, =mn;, and kj =0 if j # 41
2. then, in terms of this notation:

(a) kiy >0 and

(b) |R{ai1}(w)| = ki, (note that this implies that (2T Nw®™)\ Ry, y(w)),n1 — k1, ...,y — k. is
an A-configuration) and

(c) R{ail}(w), ki,...,k, 15 a simple excessive cluster and
(@) (2F Nwd™)\ Ryq, y(w)),n1 — ki, ... ,ne — Ky is simply excessively clusterizable.

Then there is a path iy,..., ik, of length k;, in the Dynkin diagram, which is simple (i. e., no vertices
reappear) and is such that:

there exists a Toot o € ®+ Nwd™ such that a;; €suppa forallj (1 <j<k;).

Proof. Tt is clear from the definitions of a simply excessively clusterizable A-configuration and an
excessively clusterizable A-configuration that ®* N w®™,ny,...,n, is an excessively clusterizable A-
configuration. By Theorem Cwni,...m, = L.

Consider the following list of labels of length £(w):

(SRR C 5 PN 0 7 SRt PN 0 7 PR R 0 7 IS, DU 0 7 St DO 0 72PN € 75PN 0 7 PRI € 7
—— —_———— — ——
n1 times ni, —1 times Ny —1 times n, times ni, times

By Lemma [3.26} there exists a labeled sorting process f1,. .., By of w with this list of labels. Denote
w' =0p,,,_, ---0w. Then
1

1. Bq,... ,ﬂg(w)_nil is a labeled sorting process prefix of w with D-multiplicities ny — k1,...,n, — k,
of labels

2. ﬂf(w)—ml-ﬁ-l -+ Be(w) s a labeled sorting process of w with D-multiplicities k1,. .., k;, of labels.
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So, by Lemma Cw' k... > 0, and by Lemma Cwni,ony = Cuwiky... k.. Therefore,

By Proposition there exists a path-originating sequence 0,71,...,79,, such that a;; = 7
and @t Nw'®~ = {71,...,9, }. Choose indices i; (2 < j < k;,) so that a;; = 75 — ;1. By
Remark the vertices numbered iy,...,i,, form a simple path in the Dynkin diagram. Moreover,
Yni, = Qiy + .ot ap, . So, forall j (1 <j <n; ), a;; €SUppn,,, and vy, € Ot Nuw'd~.

Now for each m, 0 < m < {(w) — n;,, denote w,, = og,, ...0sw. In particular, w’ = We(w)—ni, -
For each m, 1 < m < {(w) — n;,, Lemma establishes a bijection ¥y,: (2T Nwy,—1P7) \ {Bm} —
Ot Nw, . It also follows from Lemma that 6 < ,,1(d) for all § € ®F Nw,,®~. Set a =
Yt ,_Q/J;(Tlu)iml (Yni, ) -+ +)- Then 7, = a. Therefore, for all j (1 < j <mn;,), a;; € suppa. O

Definition 10.2. Let a;,,...,q;, € II be different simple roots, let ni,...,n; € N. We say that a
multipath with beginnings i1, ...,1; and with lengths n1,...,ny in the Dynkin diagram is a sequence of
simple paths

j1,17"'7j1,n1a
jk,la”'?jk,nk
such that: 4, = jn1 for all m (1 < m < k) and if m < m’, then 4, does not occur among

Jm/ 1y Jm/ i

Definition 10.3. Let ji1,...,51,n5---5Jk,1s---5Jkn, De & multipath. We say that it avoids ver-
tices i1,...,4;m of the Dynkin diagram if for each m/, 1 < m' < m, i, does not occur among

Ji sy Jimgs -3 Jk 1y oo o5 Jkng -

Definition 10.4. Let ji1,..., 51,0453 Jk,15-- -, Jkn, be a multipath. We say that its total length is
ny+...+ng.

Lemma 10.5. Let w € W, a; € II. Denote k = |Ry;y(w)|. Then there exists an antireduced sorting
process prefir By, ..., By for w such that Ry (w) = {B1,..., Bk}

Proof. Induction on k. If k£ = 0, everything is clear. Suppose k& > 0.

k >0, so there exists o € Ry;;(w), in other words, there exists a € &+ Nwd~ such that a; € supp a.
By Corollary there exists 81 € ®* N w®~ such that a; € suppB; and o5, is an antisimple
sorting reflection for w. Then B € Ry (w). Denote w; = og,w. By Lemma ST Nw® =
(@T Nw®~)\ {B1}. B1 € Ry (w), so Ry (w1) = Ry (w) \ {B1} and |Ry;y (w1)| =k — 1.

By the induction hypothesis, there exists an antireduced sorting process prefix (s, ..., 0r for w;
such that Ry (wi) = {B2,...,Br}. Then Bi,..., B is an antireduced sorting process prefix for w, and
R{l}(w) 2{61,...,,8k}. L]
Lemma 10.6. Let w € W. Let ®F N wd® ,ny,...,n, be a simply excessively clusterizable A-

configuration. Let I C II be a subset such that Ry(w) = @. Then there exists a number s and a
sequence of indices i1, ...,is (1 < iy, <r) such that:

1. all of them are different, and
2. a (1 <a<r)is present among i1, ...,is if and only if n, > 0, and
3. there exists a multipath with beginnings i1,...,1s and with lengths n;,,...,n;, that avoids I.

Proof. Induction on ¢(w). If w = id, we can take the empty sequence of indices 4,,. Suppose that w # id.
If w # id, then by the definition of a simply excessively clusterizable configuration, i; € {1,...,7}
be an index such that:

1. denote k;;, =n;, and k; = 0if j # 44
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2. then, in terms of this notation:

(a) ki, > 0 and

(b) [R{a,,3(w)| = ki, (note that this implies that ((®+* Nw®™)\ Ryy(w)),na — ki, ynpe — ky
is an A-configuration) and

(¢) Ria;,y(w),k1,... Kk, is a simple excessive cluster and

(d) (" Nw®")\ Ryq, 3(w)),n1 — ki1, ..., n, — k. is simply excessively clusterizable.

By Lemma there exists a simple path ji 1,...,j1,n,, of length n;, in the Dynkin diagram such
that 7; = j1,1 and there exists a root a € @+ Nw®~ such that aj, . €suppa for allm (1 <m < n;, ).
Assume that jy1,... ;J1,n;, does not avoid I. Then there exists m (1 <m < ny,) such that oy, ,, € 1.
Then suppa NI # @, so a € Rr(w), and Rr(w) # &, a contradiction. So, ji,1,...,j1,n, avoids I.

By Lemma there exists an antireduced sorting process prefix (1,..., 8, for w such that
R{ail}(w) = {B1,--,Bn;, }- Set w' = Tfy, + OB W By Lemma E Pt Nw'd™ = (T Nwd™) \
Riq, y(w). We have Ri(w) = @, 50 Riy{a,, } (W) = Ria, }(w), and Riyga, 1 (2T Nwd™)\ Ry, j(w)) =
Ria, 1 (W) \ Rya, }(w)) = @. In other words, Rrfa, }(w') = 2.

By the induction hypothesis, there exists a number s’ and a sequence of indices i, ..., (1 <, <r)
such that:

1. all of them are different, and
2. a (1 <a<r)is present among i}, ..., if and only if n, — k, > 0, and

3. there exists a multipath with beginnings ¢}, ...,4., and with lengths ni, — ki, ...,ny, — ki, that
avoids I U{ay, }.

Let us reformulate this conclusion of the induction hypothesis using the fact that k;, =n;, and k,, =0
if m # 41. Denote also s = s’ +1 and i,, = i},,_; (2 <m < s). We get the following: We have a sequence
of indices ia, . ..,is (1 <4/, <r) such that:

1. all of them are different, and
2. a (1 <a<r)is present among is,...,is if and only if n, > 0 and a # i1, and
3. there exists a multipath with beginnings is, . . ., i and with lengths n;,, ..., n;, that avoids TU{«;, }.

Denote this multipath by jo1,...,j2,n,, 53 Js,1, s Jsn, -
We can say the following about the sequence of indices i1, ..., is:

1. all of them are different, and

2. a (1 <a<r)is present among i1, ..., if and only if n, > 0.
Consider the sequences of paths ji1,...,J1,m: 502,05+ J2ms, 5+ -5Js,1s- -+ Jsn,,- Lhe only thing we
have to check to conclude that this is a multipath is that if 1 < m, then i; does not occur
among jm.1;---;Jjmn,,- But this is true since jo1,..., 520,55 Js15- - Jsn,, avoids I U {as }. So,
JULs s Jng 302,05 -« -5 J2may 5+ -3 5,15 - - -5 Js,n,, 18 @ multipath. It avoids I since ji1,.. ., j1,n,;, avoids [
and j2,1,. .y J2,mi,5 -3 Js,1s -+ Jsna, avoids TU{ay, }. Its beginnings are 41,12, ..., is and its lengths are
MNgpyevey Ny O

Lemma 10.7. Let w € W. Let ®F N wd® ,n1,...,n,. be a simply excessively clusterizable A-
configuration. Denote by J the set of simple roots a; such that n; > 0, denote s = |J|. Then there

exists a sequence of indices iy, . ..,is such that J = {iy,...,is} and a multipath with beginnings i1, ..., is
and with lengths ng,, ..., n;,.
Proof. Follows directly from Lemma [10.6] O
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Proposition 10.8. Let w,nq,...,n, be a configuration of D-multiplicities such that Cypn,,... . = 1.
Denote by J the set of involved roots. Then in the Dynkin diagram, there exists a multipath whose total
length is £(w) and whose beginnings are contained in J.

Proof. By Theorem &t Nwd~,ny,...,n, is an excessively clusterizable A-configuration. By Propo-
sition [5.22] there exist numbers my, ..., m, such that:

1. mi+...+m.=n1+...+n,, and

2. if m; > 0, then «; € J, and

3. T Nwd ,mq,...,m, is a simply excessively clusterizable A-configuration.
The claim follows from Lemma [10.7] [

Corollary 10.9. Let DI ... DI be a multiplicity-free monomial. Denote by J the set of roots v such
that n; > 0. Then there exists a multipath in the Dynkin diagram whose total length is n1 + ...+ n, and
whose beginnings are contained in J.

Proof. As we figured out in Introduction, if D7* ... D? is a multiplicity-free monomial, then there exists
w € W such that Cyp,,....n, = 1. The claim follows from Proposition [10.8] O

,,,,,

Lemma 10.10. Let w € W. Let I C1I be a subset such that Rr(w) = @ Nw®~. Let 0 = Bo, B1,. .., Bn
be a path-originating sequence. Denote o, = B — Br—1. Suppose that oy, ¢ I for allk (1 <k <n).
Denote w' = 0g,, ...08,w Then:

1. og, 1is an admissible sorting reflection for w

2.
Rr(w') = (05, ...05,)(@T Nwd™)

T Nw'd™ ={B1,...,B, U (0p, ...05) (2T Nwd™),
and this union is disjoint,

4. for every o € I, for every v € Rr(w),

the coefficient at o in the decomposition of v into a linear combination of simple roots

the coefficient at o in the decomposition of o, ...0p,7y into a linear combination of simple roots.

Proof. Induction on n. If n = 0, everything is clear. Suppose that n > 0.

Suppose that we already know the induction hypothesis for n — 1. Note that og, is an admissible
sorting reflection for w’ if and only if o, is an admissible desorting reflection for og, w’ = 0s, ,...0s w.
So, let us check that o, is an admissible desorting reflection for og,w' = 0g, , ...05w.

By the induction hypothesis,

O+ N (05,w) D" = {Br,. .., Bu1} U (s, - 05) (@ Nwd™) = {B1,.... Bn_1} U Ri(op,w).

By Remark 0.2 8, = a;, + ...+ a;,. We have oy, ¢ I for all k (1 < k < n), so suppf, NI = &,
and B, ¢ Ry(og,w’). Also, B, # By for k < n, so B, ¢ &+ N (0g,w')®~. But 8, € T, so 3, €
Ot N (og,w)PF. If B, = v+ 4, where 7,6 € T, then, by Lemma without loss of generality, there
exists k (1 < k < n) such that v = f and 6 = a4, ,, +...+ ®;,. So, v € &7 N (0g,w')®~. By Lemma
o3, is an admissible desorting reflection for g, w' = 0g, , ...0sw. So, g, is an admissible sorting
reflection for w’.

Recall that supp 8, NI = @. By Lemma [6.37, 03, Ri(w') = Ri(og,w’), so

RI(w/) = Oﬁ_anI (UB'erl) = O-Bn RI(O-Bn w/)'
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By the induction hypothesis, R;(og,w') = (og, , ...08, ) (2T Nwd™), so
Rl(w/) = (0-6710-57171 Tt 0-181)(¢+ N 'LU@_)

Finally, Lemma [3.7| establishes a bijection between (®+ Nw'®~)\ 3, and ® N (og,w’)@~. Denote
this bijection by ¢: (T Nw'®~)\ B, = &+ N (65, w')®~. By the induction hypothesis, Rr(os,w’) =
(08, 1---0p,)(®T Nwd™), and

ot N Ugn’wlq)_ = {ﬂh .. 767171} U (O'anl . ..Uﬁl)((I)+ N w@‘).

By Lemma [6.37, ¢! (R;(0,w')) = R;(w'). So,
(05, - 05,) (@7 NwWPT)) = Ry(w').

It from Lemmathat 7 1(Br) (1 <k <n—1)is either B, + B, or Bx. But (8,,Bk) = 1 by Lemma
so By, + B ¢ ® by Lemma So, ¥~Y(Bx) = Bk. Therefore,

((I)+ N w/(I)_) \Bn = {Blv s 757171} U Rl(wl)'

We already know that R;(w') = (05,08, ,...05,)(®T Nwd~) and that og, is an admissible sorting
reflection for w’. So, og, € @ Nw'®~. Therefore,

ST Nw'd™ ={B1,...,Bu} U (05,08, ,.--08)(@T Nwd™).

By Remark B =, +...+aq; for 1 <k <n. And Qg ¢ I for 1 < j < k by Lemma
hypothesis. So, supp 8y, NI = @, and By ¢ R;(w') = (05,08, ,...-05,)(®T NwdP~), and the union
St Nw® ={f1,...,Bn-1}U(0s,08, ,...05)(2T Nwd") is disjoint.

By the induction hypothesis, for every a; € I, for every v € Ry(w) = ®T Nwd~:

the coefficient at «; in the decomposition of v into a linear combination of simple roots

the coefficient at o in the decomposition of og, , ...0s,7 into a linear combination of simple roots.

We already know that R;(cs,w') = (0s, ,...08 ) (@t Nwd®™),s0 0, ,...087R1(0p,w"). By Lemma

[6-37 again,

the coefficient at «; in the decomposition of og,_, ...0s,y into a linear combination of simple roots

the coefficient at o in the decomposition of og, ...0s,7 into a linear combination of simple roots.
So,

the coefficient at o; in the decomposition of v into a linear combination of simple roots

the coefficient at «; in the decomposition of og,, ...0s,y into a linear combination of simple roots.

O

Lemma 10.11. Let w,nq,...,n, be a simply excessively clusterizable configuration of D-multiplicities.
Let I CII be the set of involved roots. Let 0 = Bo, f1, ..., Bp, where p > 0, be a path-originating sequence.
Denote o;, = B — Pr—1. Suppose that o, ¢ I for all k (1 <k < p). Denote w' = og, ...0pw. Set
mi, =p and mj =n; if j #i1. Then w',mq,...,m, is a simply excessively clusterizable configuration
of D-multiplicities.
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Proof. By Lemma Ri(w) = @ Nwd~. Clearly, n;, = 0,50 my + ... +my =ny + ...+ n, +p.
By Lemma [10.10, ®* N w'®~ is the disjoint union of {A1,...,5,} and (og, ...0s,)(®T Nwd®~). So,
l(w') = p+{l(w), and w',my,...,m, is a configuration of D-multiplicities. By Lemma for every
j €1, for every v € Ry(w):

the coefficient at o in the decomposition of 7 into a linear combination of simple roots

the coefficient at a; in the decomposition of o, ...0g,7 into a linear combination of simple roots.

By Lemma (08, ---08)(®T Nwd™),ny,...,n, is a simply excessively clusterizable configuration.

By Lemma {B1,....6p},0,...,0,p,0,...,0 (where p occurs at the i;th position) is an excessive
cluster. It follows directly from the definitions of a simple excessive cluster and of a simply exces-
sively clusterizable A-configuration that {f1,...,08,},0,...,0,p,0,...,0 (where p occurs at the i;th po-
sition) is a simply excessively clusterizable A-configuration. By Lemma the sets {f$1,...,5,} and
(08, ...08,)(2TNwd™) are disjoint. By Lemma w',my, ..., m, is a simply excessively clusterizable
configuration of D-multiplicities. O

Lemma 10.12. Let

]1,1»“')]1,77,17
cey

Jk,1s -5 Tk

be a multipath. Set By =caj,, +...+a;,  for1 <p<kand0<q<mn,. Set

w = O—Bk,nk "'UBk,l N O—Bl,nl "'Uﬁ1,1'

Also set mj, , = n, and set m; = 0 if i & {ji,1,...,Jr1}. Then w,my,...,m, is a simply excessively
clusterizable configuration of D-multiplicities.

Proof. Induction on k. If kK = 0, everything is clear, suppose that k£ > 0.

Set w' = 08, 1, OB 1101, 0p,- Set mj =0, set mj =m; for i # ji1. By the in-
duction hypothesis, w’,m}, ..., m/. is a simply excessively clusterizable configuration of D-multiplicities.
Denote I = {j1,1,---,75k—1,1}. Then I is set of indices ¢ such that m} > 0. By the definition of a
multipath, ji,; ¢ I for 1 <14 < ny. Clearly, 0 = Bk.0, Bk - -, Bk,n, 1S @ path-originating sequence. By
Lemma [I0.11] w, m4,...,m, is a simply excessively clusterizable configuration of D-multiplicities. [

Proposition 10.13. Let | € Z>q, let J C II. If in the Dynkin diagram there exists a multipath
whose total length is I and whose beginnings are contained in J, then there exists a configuration of
D-multiplicities w,n, ..., n, with {(w) =1 such that Cyn, ... = 1 and such that the set of involved
roots is contained in J. Moreover, D' ...DI' is a multiplicity-free monomial.

More precisely, if the lengths of the multipath are mq,...,my and the beginnings are iy, .. .,1k, then
the numbers n; are defined as follows: n;, =my for 1 <p <k andn; =0 if j ¢ {m1,...,my}. The set
of involved roots is {au,, ..., }.

Proof. Let us keep the notation k, mq,...,mg, and nq,...,n, from the "more precisely” part of the
proposition statement. By Lemma there exists w € W such that w,ny,...,n, is a simply ex-
cessively clusterizable configuration of D-multiplicities. By Lemma [5.18 w,ni,...,n, is an excessively
clusterizable configuration of D-multiplicities. By Theorem Cw,ny,...,m, = 1. Finally, it follows from
the discussion in the end of Introduction that DY* ... DI~ is a multiplicity-free monomial. O

Theorem 10.14. Let I CII. Then

the mazimal degree of a multiplicity free monomial DT* ... DI, where n; =0 if a; ¢ I, (i. e.,

the mazimal value of the sum ny+...+n, over all r-tuples ny, ..., n, of nonnegative integers
such that DY* ... DI is a multiplicity-free monomial and n; =0 for each a; € II\ I)
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equals

the mazimal total length of a multipath in the Dynkin diagram whose beginnings are contained
m 1.

Proof. Follows directly from Corollary and Proposition [10.13] O

11 Numerical estimates

Lemma 11.1. If the Dynkin diagram has type A,., then the mazimal degree of a multiplicity free mono-
mial Dt ... D' isr(r+1)/2.

Proof. Tt is easy to construct a multipath of total length 7(r +1)/2 =r+ ...+ 1:

Set ni,...,n, = r,...,1. By Proposition [10.13] D' ... D! is a multiplicity-free monomial. On the
other hand, r(r 4+ 1)/2 is the maximal length of any element of the Weyl group of type A, at all, so all
monomials of higher degrees equal 0 in the Chow ring. O

Recall that we are working only with simply laced Dynkin diagrams.

Lemma 11.2. If there exists a simple path in the Dynkin diagram that passes through all vertices, then
this Dynkin diagram is of type A,..

Proof. Let i1,. .., be a path. We can identify the Dynkin diagram we have (denote it by Z) with A,
by sending i; +— j. Then the edge between i; and 7,11 is mapped to the edge between j and j + 1.
Dynkin diagrams have no loops, so there are no other edges in Z. There are no other edges in A, either,
so this is an isomorphism of Dynkin diagrams. O

Lemma 11.3. The mazimal total length of a multipath is always < r(r +1)/2. An equality is possible
only of the diagram is of type A,.

Proof. Let
s Jmas

“ey

jk,h e >jk,mk

be a multipath. Its total length is m; + ... + mg. By definition, for each ¢, 1 < ¢ < k, the vertices
J11s---5Ji—1,1 do not appear among j; 1, ..., jik;- 90, m; <1 — (i —1). So,

m+...+mp<r+@r-1+...4r—k+1<r+@r-1D+...+1=r(r+1)/2.

This inequality becomes the equality my +...+mp =7r(r+1)/2 only if k = r and m; =r — (i — 1)
for all ¢ (1 <i < k). In particular, if my + ...+ my = r(r + 1)/2, then m; = r. By Lemma |11.2} this is
possible only if the Dynkin diagram is of type A,.. O

Proposition 11.4. If the Dynkin diagram has type D,. (r > 4), then the mazimal degree of a multiplicity
free monomial D' ...DI' isr(r+1)/2 —1.
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Proof. By Theorem [10.14] it suffices to prove that the maximal total length of a multipath in the Dynkin
diagram of type D, is r(r +1)/2 — 1. Suppose we have a multipath

JL1s 5 J1,mys
.

Jk,1s -+ s Jkme

Its total length is m1 + ... + my.
If kK = 1, then the total length of the multipath is at most r — 1 < r(r +1)/2 — 1. If k > 2, then, by
the definition of a multipath,

.72,17 cee 7]2,m27
cy

Jk,1s -« s Jk,me

is a multipath that avoids vertex j; ;. In other words, if we denote the original Dynkin diagram by =,
then this is a multipath in the Dynkin diagram =\ {j1,1}. Its total length is mgs + ...+ my. By Lemma
mo + ...+ my < (r —1)r/2. The sequence ji1,...,J1,m, 1S a simple path in the whole Dynkin
diagram of type D,, so by Lemmal[I1.2] its length is at most r —1, in other words, m; < r—1. Therefore,

mi+...+m, <r—1+@r-Lr/2=r+r(r—-1)/2-1=r(r+1)/2-1.
An example of multipath of total length r(r 4+ 1)/2 — 1 can be constructed as follows:

rr—2,r—3,...,1;
r—1r—2,...,1;

The total length is indeed
r—=D4+@r-D+0r-2)+...+1=0r+...+1)—-1=r(r+1)/2-1.
O

Theorem 11.5. If the Dynkin diagram has type E,. (6 < r < 8), then the mazimal degree of a multiplicity
free monomial DY* ... D' isr(r+1)/2 — 2. In other words, this mazimal degree

for Eg is 19,
for E7 is 26,
for Eg is 34.

Proof. Similar to type D. By Theorem [10.14] it suffices to prove that the maximal total length of a
multipath in the Dynkin diagram of type E,. is r(r + 1)/2 — 2. Suppose we have a multipath

J1 155 J1,mys
.

Jk,Ls -5 Jkme

Its total length is mq + ... + my.
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If £ = 1, then the total length of the multipath is at most »r — 1 < 8 < 19. If £ > 2, then, by the
definition of a multipath,

J2,15 5 J2,ma>
.

Jk,1s -+ s Jkme

is a multipath that avoids vertex ji 1. In other words, if we denote the original Dynkin diagram by Z,
then this is a multipath in the Dynkin diagram E\ {j;1}. Its total length is mg + ... + my. Let us
consider 2 cases:

j1,1 =2. Then E\ {j1,1} is a diagram of type A,_;. By Lemma mo+...+mp < (r—1)r/2. A
direct observation of Dynkin diagrams of types Eg, Fr, and Eg shows that the maximal length of
a path in = starting at 2 is always r — 2, so m; < r — 2, and

mi+...+m<r—-2+4+@F-1r/2=r+r(r—1)/2-2=r(r+1)/2-2.

j1,1 # 2. Then a direct observation of Dynkin diagrams of types Eg, E7, and Eg shows that 2\ {j11} is
not of type A,_1. (More precisely, it can be

(a) either of types D or E if j1 1 is 1 or 7,
(b) or not connected if j; 1 # 1 and j1,1 # r.)

By Lemma mg+...+my < (r—1)r/2, and ma + ... +my < (r —1)r/2 — 1. The sequence
Ji1s---J1,m, is a simple path in the whole Dynkin diagram of type D,., so by Lemma [T1.2] its
length is at most r — 1, in other words, m; < r — 1. Therefore,

m+...+4m.<r—1+@r-0r/2-1=r+r(r-1)/2-2=r(r+1)/2-2.
It is easy to construct a multipath of total length r(r +1)/2 — 2:

2,4,5,...,71;
1,3,4,5,...,7;
3,4,5,...,71;

cey

The total length is indeed
r=2)+(r-0D+@C-2)+...+1=0r+...+1)-2=r(r+1)/2-2.

O

Lemma 11.6. Suppose that the Dynkin diagram is the disjoint union of several subdiagrams =1, ..., 2.
Suppose that for each i, the mazximal total length of a multipath in Z; is m;. Then the maximal total
length of a multipath in the whole Dynkin diagram is mi + ...+ m,,.

Proof. Follows directly from the definition of a multipath. O
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