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Abstract. Tile sets and tilings of the plane appear in many topics rang-
ing from logic (the Entscheidungsproblem) to physics (quasicrystals).
The idea is to enforce some global properties (of the entire tiling) by
means of local rules (for neighbor tiles). A fundamental question: Can
local rules enforce a complex (highly irregular) structure of a tiling?

The minimal (and weak) notion of irregularity is aperiodicity. R. Berger
constructed a tile set such that every tiling is aperiodic. Though Berger’s
tilings are not periodic, they are very regular in an intuitive sense.

In [3] a stronger result was proven: There exists a tile set such that
all n × n squares in all tilings have Kolmogorov complexity Ω(n), i.e.,
contain Ω(n) bits of information. Such a tiling cannot be periodic or
even computable.

In the present paper we apply the fixed-point argument from [5] to give a
new construction of a tile set that enforces high Kolmogorov complexity
tilings (thus providing an alternative proof of the results of [3]). The new
construction is quite flexible, and we use it to prove a much stronger
result: there exists a tile set such that all tilings have high Kolmogorov
complexity even if (sparse enough) tiling errors are allowed.

1 Introduction

Tiles are unit squares with colored sides. We may place translated copies of the
same tile into different cells of a cell paper (rotations are not allowed). Tiles
in the neighbor cells should match (common side must have the same color in
both).

More formally, we consider a finite set C of colors. A tile is a quadruple of
colors (left, right, top and bottom ones), i.e., an element of C4. A tile set is a
subset τ ⊂ C4. A tiling of the plane with tiles from τ (τ -tiling) is a mapping
U : Z2 → τ that respects the color matching condition.

It is well known that local rules can enforce some kind of irregularity in
tilings. This first and simplest example of irregularity property is aperiodicity.
The following classical result was proven by Berger [1]:
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Theorem 1. There exists a tile set τ such that τ -tilings exist and all of them
are not periodic. [1]

Berger’s tilings are aperiodic, but their structure is very regular and rather simple
to describe. A tile set which enforces irregularity in a much stronger sense was
constructed in [3]: it is a tile set that accepts only tilings of high Kolmogorov
complexity. As a tiling is an infinite object, we look at finite patterns in a tiling
and measure their Kolmogorov complexity:

Theorem 2. There exists a tile set τ such that τ -tilings exist and all n × n
squares in all τ -tilings have Kolmogorov complexity Ω(n).

More precisely the result can be reformulated as follows: there exists a tile set
τ and constants c1 and c2 such that τ -tilings exist and in every τ -tiling every
n × n-square has Kolmogorov complexity at least c1n − c2. The lower bound
Ω(n) in this theorem is tight: if τ -tilings exist, in one of them every n×n square
has complexity O(n). among them such a τ -tiling that all n × n squares have
Kolmogorov complexity O(n) (see the discussion in [3]).

We stress that it is more reasonable to investigate the minimal complexity
of a τ -tiling (for a given tile set τ), not its maximal complexity. Indeed, the
maximal complexity can be very large (of order O(n2)) for a trivial tile set.
E.g., for the set τ of all tiles with black and white edges, there is a τ -tiling that
contains every n× n pattern, and maximal complexity is Ω(n2).

We refer to [3] for a more detailed discussion and philosophical motivation
of this theorem. In this paper we give a proof of Theorem 2 and generalize it for
tilings with sparse random errors.

The paper is organized as follows. In Section 2 we remind the fixed-point
construction of an aperiodic tile set [5] that is used as a starting point.

In Section 3 we provide a new proof of Theorem 2 using fixed point construc-
tion with variable zoom factors. The new proof is simpler in some respects then
the original one from [3], and can be generalized to the case when sparse errors
are allowed.

Finally, in Section 4 we briefly explain our most difficult result: a “robust” tile
set such that all tilings, even with a sparsely placed errors, have linear complexity
of fragments. To achieve this result, we combine several ideas: (1) a fixed-point
tile set with variable zoom factors; (2) calculation and propagation of Reed–
Solomon’s checksums, and (3) covering of a random sparse set by a hierarchical
family of isolated islands (technically, we need to update the construction from
[5, 14] and use bi-islands instead of simple islands). For the lack of space, the
technical details are omitted in the conference version of the paper.

2 Fixed-point aperiodic tile set

In this section we remind the fixed point construction of aperiodic tile sets from
[5] (the reader familiar with the arguments from [5] can safely skip this part).
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2.1 Macro-tiles

Fix a tile set τ and an integer N > 1 (zoom factor). A macro-tile is an N ×N
square tiled by matching τ -tiles. Every side of a macro-tile carries a sequence of
N colors called a macro-color.

Let ρ be a set of τ -macro-tiles. We say that τ simulates ρ if (a) τ -tilings exist,
and (b) for every τ -tiling there exists a unique grid of vertical and horizontal
lines that cuts this tiling into N ×N macro-tiles from ρ.

Example 1. Assume that we have only one (‘white’) color and τ consists
of a single tile with 4 white sides. Fix some N . There exists a single macro-tile
of size N × N . Let ρ be a singleton that contains this macro-tile. Then every
τ -tiling can be cut into macro-tiles from ρ. However, τ does not simulate ρ since
the placement of cutting lines is not unique.

(i+ 1, j)(i, j)

(i, j)

(i, j + 1)

Fig. 1. Tiles of the set τ for Example 2

Example 2. In this example a set ρ that consists of a single macro-tile (that
matches itself horizontally and vertically) is simulated by some tile set τ . The
tile set τ consists of N2 tiles indexed by pairs (i, j) of integers modulo N . A tile
from τ has colors on its sides as shown (Fig. 1). The macro-tile in ρ has colors
(0, 0), . . . , (0, N − 1) and (0, 0), . . . , (N − 1, 0) on its borders. (Fig. 2).

0

0

0 0

N

Fig. 2. Macro-tile of size N ×N for Example 2

If a tile set τ simulates some set ρ of τ -macro-tiles with zoom factor N > 1
and ρ is isomorphic to τ , the set τ is called self-similar (an isomorphism between
τ and ρ is a bijection that respects the relations “one tile can be placed on the
right of another one” and “one tile can be placed on the top of another one”).
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The idea of self-similarity is used (more or less explicitly) in most construc-
tions of aperiodic tile sets ([8, 2] are exceptions). The usage of self-similarity is
based on the following remark:

Proposition 1 (folklore). All self-similar tile sets τ have only aperiodic tilings.

(A simple proof of this statement can be found, e.g., in [4] or [5].)
So to prove the existence of aperiodic tile sets it is enough to construct a

self-similar tile set.

Theorem 3. There exists a self-similar tile set τ .

In the rest of this section we explain some technique (similar to the classical
proof of Kleene’s fixed-point theorem) that can be used to construct self-similar
tile sets. In particular, we get a proof of Theorem 3. In the sequel we generalize
this argument and use it in more complicated situations.

First of all, we explain some technique used in our construction: how to
simulate a given tile set by embedding computations.

2.2 Simulating a tile set

For brevity we say that a tile set τ simulates a tile set ρ when τ simulates
some set of macro-tiles ρ̃ isomorphic to ρ (e.g., we say that a self-similar tile set
simulates itself).

Let us start with some informal discussion. Assume that we have a tile set
ρ whose colors are k-bit strings (C = {0, 1}k) and the set of tiles ρ ⊂ C4 is
presented as a predicate R(c1, c2, c3, c4) of four k-bit arguments. Assume that
we have some Turing machine R that computes R. Let us show how to simulate
ρ using some other tile set τ .

This construction extends Example 2, but simulates a tile set ρ that con-
tains not a single tile but many tiles. We keep the coordinate system modulo N
embedded into tiles of τ ; these coordinates guarantee that all τ -tilings can be
uniquely cut into blocks of size N × N and every tile “knows” its position in
the block (as in Example 2). In addition to the coordinate system, now each tile
in τ carries supplementary colors (from a finite set specified below) on its sides.
These colors form a new “layer” superimposed with the old one, i.e., the set of
colors is now a Cartesian product of the old one and the set of colors used in
this layer.

On the border of a macro-tile (i.e., when one of the coordinates is zero) only
two supplementary colors (say, 0 and 1) are allowed. So the macro-color encodes
a string of N bits (where N is the size of macro-tiles). We assume that N ≥ k
and let k bits in the middle of macro-tile sides represent colors from C. All other
bits on the sides are zeros (this is a restriction on tiles: each tile “knows” its
coordinates so it also knows whether non-zero supplementary colors are allowed).

Now we need additional restrictions on tiles in τ that guarantee that macro-
colors on the sides of each macro-tile satisfy the relation R. To achieve this, we
ensure that bits from the macro-tile sides are transferred to the central part of
the tile where the checking computation of R is simulated.
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For that we need to fix which tiles in a macro-tile form “wires” (this can be
done in any reasonable way; let us assume that wires do not cross each other)
and then require that each of these tiles carries equal bits on two sides (so some
bit propagates along the entire wire); again it is easy to arrange since each tile
knows its coordinates.

Then we check R by a local rule that guarantees that the central part of
a macro-tile represents a time-space diagram of R’s computation (the tape is
horizontal, time goes up). This is done in a standard way. We require that
computation terminates in an accepting state: if not, the tiling cannot be formed.

To make this construction work, the size of macro-tile (N) should be large
enough: we need enough space for k bits to propagate and enough time and
space (=height and width) for all accepting computations of R to terminate.

In this construction the number of supplementary colors depends on the ma-
chine R (the more states it has, the more colors are needed in the computation
zone). To avoid this dependency, we replace R by a fixed universal Turing ma-
chine U that runs a program simulating R. Let us agree that the tape of the
universal Turing machine has an additional read-only layer. Each cell carries a
bit that is not changed during the computation; these bits are used as a program

Universal

Turing

machine

program

Fig. 3. Checking tiles with a universal TM

for the universal machine U (Fig. 3). In terms of our simulation, the columns of
the computation zone carry unchanged bits (considered as a program for U), and
the tile set restrictions guarantee that the central zone represents the protocol
of an accepting computation of U (with this program). In this way we get a tile
set τ that simulates ρ with zoom factor N using O(N2) tiles. (Again we need N
to be large enough, but the constant in O(N2) does not depend on N .)
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2.3 Simulating itself

We know how to simulate a given tile set ρ (represented as a program for the
universal TM) by another tile set τ with a large enough zoom factor N . Now
we want τ to be isomorphic to ρ (then Proposition 1 guarantees aperiodicity).
For this we use a construction that follows Kleene’s recursion (fixed-point) the-
orem [9].

Note that most rules of τ do not depend on the program for R, dealing with
information transfer along the wires, the vertical propagation of unchanged pro-
gram bits, and the space-time diagram for the universal TM in the computation
zone. Making these rules a part of ρ’s definition (we let k = 2 logN +O(1) and
encode O(N2) colors by 2 logN +O(1) bits), we get a program that checks that
macro-tiles behave like τ -tiles in this respect.

The only remaining part of the rules for τ is the hardwired program. We need
to ensure that macro-tiles carry the same program as τ -tiles do. For that our
program (for the universal TM) needs to access the bits of its own text. (This
self-referential action is in fact quite legal: the program is written on the tape,
and the machine can read it.) The program checks that if a macro-tile belongs
to the first line of the computation zone, this macro-tile carries the correct bit
of the program.

How should we choose N (hardwired in the program)? We need it to be large
enough so the computation described (which deals with O(logN) bits) can fit
in the computation zone. The computation is rather simple (polynomial in the
input size, i.e., O(logN)), so for large N it easily fits in Ω(N) available time.

This finishes the construction of a self-similar aperiodic tile set.

2.4 Variable zoom factor

This construction is flexible enough and can be used in other contexts. For
example, the “zoom factor” N could depend on the level k (i.e., be different
for macro-tiles, macro-macro-tiles etc.) For this each macro-tile should have k
encoded at its sides; this labeling should be consistent when switching to the
next level. Using the anthropomorphic terminology, we say that each macro-tile
“knows” its level, i.e., the sequence of bits that form a binary representation of
the level is transferred from the sides to the tape and the computation checks
that all these numbers (level bits for all four sides) are the same. This is, so
to say, a “conscious” information processed by a computation in the central
region of the macro-tile. One may say also that a macro-tile of any level contains
“subconscious” information (“existing in mind but not immediately available to
consciousness”, as the dictionary says): this is the information that is conscious
for the sub-tiles that form a macro-tile, and their sub-tiles (all the way down to
the ground level).

Using this terminology, we can say that each macro-tile knows its coordinates
in the macro-tile of the next level: for a tile of level k these coordinates are
integers moduloNk+1, so in total log k+O(logNk+1) bits are required for keeping
both the level and these coordinates. Note that Nk steps should be enough
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to perform increment operation modulo Nk+1; we assume that both log k and
logNk+1 are much less than Nk. This means that Nk should not increase too
fast or too slow (say, Nk = log k is too slow and Nk+1 = 2Nk is too fast). Also
we need to compute Nk+1 when k is known, so we assume that not only the size
of Nk+1 (i.e., logNk+1) but also the time needed to compute it given k are small
compared to Nk. These restrictions still allow many possibilities, say, Nk =

√
k,

Nk = k, Nk = 2k, Nk = 2(2k), Nk = k! etc.
There is one more important point that needs to be covered. How do we

guarantee that the bits representing the level k (on the tape of a macro-tile) are
correct? In other terms, we need to ensure that the levels known to a macro-tile
and to one of its tiles differ by one. (In psychoanalytic terms we need to check
that conscious and subconscious information in a tile match each other.) This
is done as follows. The tile knows its level and also knows its position in the
macro-tile it belongs (its father). So it knows whether it is in the place where
father should keep level bits, and can check whether indeed the level bit that
father keeps in this place is consistent with the level information the tile has.

3 Tile set that has only complex tilings

In this section we provide a new proof of Theorem 2.

3.1 A bi-infinite bit sequence

Proof. We start the proof in the same way as in [3]: we assume that each tile
keeps a bit that propagates (unchanged) in the vertical direction. Then any
tiling contains a bi-infinite sequence of bits ωi (where i ∈ Z). Any N ×N square
contains a N -bit substring of this string, so if (for large enough N) any N -bit
substring of ω has complexity at least c1N for some fixed c1, we are done.

Such a bi-infinite sequence indeed exists (see [3]; another proof can be ob-
tained by using Lovasz local lemma, see [15]). So our goal is to formulate tilings
rules in such a way that a correct tiling “ensures” that the bi-infinite sequence
embedded in it indeed has this property.

The set of all “forbidden” binary strings, i.e., strings x such that K(x) <
c1|x|−c2 (hereK(x) stands for Kolmogorov complexity of x and |x| stands for the
length of x) is enumerable: there is a program that generates all forbidden strings.
It would be nice to embed into the tiling a computation that runs this program
and compares its output strings with the substrings of ω; such a computation
may blow up (create a tiling error) if a forbidden substring is found.

However, this is not easy. There are several difficulties.

– First of all, our self-similar tiling contains only finite computations; the du-
ration depends on the zoom factor and may increase as the level increases
(bigger macro-tiles keep longer computations), but at any level the compu-
tations are finite.

7



– The computation at some level deals with bits encoded in the cells of that
level, i.e., with macro-tile states. So the computation cannot access the bits
of the sequence directly (they are “deep in the subconscious”), and some
mechanism to dig them out is needed.

Let us explain how to overcome these difficulties.

3.2 Bits delegation

Macro-tile of level k is a square whose side is Lk = N0 ·N1 ·. . .·Nk−1, so there are
Lk vertical lines (carrying the bits of the sequence) that intersect this macro-tile.
Let us delegate each of these bits to one of the macro-tiles of level k that cover
the corresponding line. Note that a macro-tile of the next (k+1)-th level is made
of Nk × Nk macro-tiles of level k. We assume that Nk is much bigger than Lk

(more about choice of Nk later); this guarantees that there is enough macro-tiles
of level k (in the next level macro-tile) to serve all bits that intersect them. Let
us decide that ith macro-tile of level k (from bottom to top) in a (k + 1)-level
macro-tile serves (consciously knows, so to say) (i mod Lk)-th bit (from the left)
in its zone. (In this way we have several macro-tiles of level k in each macro-tile
of level k+ 1 that are responsible for the same bit, but this does not create any
problems.)

N
k

ti
le

s
of

si
ze
L

k
×
L

k

Fig. 4. Bit delegation

So each bit (each vertical line) has a representative on every level — a macro-
tile that consciously knows this bit. However, we need some mechanisms that
guarantee that this information is indeed true (consistent on different levels).
On the bottom level it is easy, since the bits are available directly.

To guarantee the consistency we use the same trick as in Section 2.4: at
each level we keep the information not only for this level but also for the next
(father) level, and made necessary consistency checks. Namely, each macro-tile
knows (has on its computation tape):
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– the bit delegated to this macro-tile;
– the coordinates of this macro-tile in its father macro-tile (that are already

used in the fixed-point construction); the y-coordinate determines the posi-
tion of the bit delegated to this macro-tile (relative to the left boundary of
the macro-tile).

– the bit delegated to the father of this macro-tile;
– the coordinates of the father macro-tile in the grandfather macro-tile.

This information is subject to consistency checks:

– the information about the father macro-tile should coincide with the same
information in neighbor tiles (unless they have a different father, i.e., one of
the coordinates is zero).

– if it happens that the bit delegated to the father macro-tile is the same bit
as delegated for the tile, these bits should match;

– it can happen that the macro-tile occupies a place in its father macro-tile
where some bits of its coordinates (inside grandfather macro-tile) or the bit
delegated to the father are kept; then this partial information on the father
level should be checked against the information about father coordinates and
bit.

These tests guarantee that the information about father is the same in all
brothers, and some of these brothers (that are located on the father tape) can
check it against actual father information; at the same time some other brother
(that has the same delegated bit as the father) checks the consistency of the
delegated bits information.

Note that this scheme requires that both logNk and logNk+1 are much
smaller than Nk−1. This is the case, for example, if Nk = 24k

; note that Lk =
N0·N1·. . .·Nk−1 is then less than

√
Nk (which is even better than the requirement

Lk ≤ Nk mentioned earlier).
In Section 4 we need Nk to grow faster, and we set Nk = Q2.5k

for some large
enough Q. (In fact, any constant between 2 and 3 can be used instead of 2.5.)

3.3 Bit blocks checked

We explained how macro-tile of any level can get a true information about one
bit (delegated to it). However, we need to check not bits, but substrings (and
create a tiling error if a forbidden string appears). Note that it is OK to test only
very short substrings compared to the macro-tile size (Nk): if this test is done
on all levels, this short substring becomes long enough to detect any violation.
(Also note the short forbidden substrings can appear very late in the generation
process, so we need computation in arbitrary high levels for this reason, too.)

So we need to provide more information to tiles. It can be done in the fol-
lowing way. Let us assume that a tile contains not one bit but a group of bits
that starts at the delegated bit and has length depending on the level k (and
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growing very slowly with k, say, log log log k is slow enough). If this group goes
out of the region occupied by a tile, we truncate it.

Similarly, a macro-tile should have this information for the father macro-tile
(even if the bits are outside its own region), this information should be the same
for brothers and needs to be checked against the delegated bits on the macro-tile
level and pieces of information on the father level.

Then the computation in the computation zone can start the generating
process checking the forbidden strings that appear against all the substrings of
the group of bits available to this computation. This process is time- and space-
bounded, but this does not matter since every string if considered on a high
enough level.

3.4 Last correction

The argument explained above still needs some correction. We claim that every
forbidden string will be detected at some level where it is short enough compared
to the level parameters. However, there could be strings that never become a
part of one macro-tile. Imagine that there is some vertical line that is a boundary
between macro-tiles of all levels (so we have bigger and bigger tiles on both sides,
and this line still separates them). Then a substring that crosses this line will
be never checked and therefore we cannot guarantee that it is not forbidden.

There are several ways to get around this problem. One can decide that each
macro-tile contains information not only about blocks inside its father macro-tile
but in a wider regions (say, three times wider including uncle macro-tiles); this
information should be checked for consistency between cousins, too.

But there is a simpler solution. Note that even if a string that crosses the
boundary is never checked, its parts (on both sides of the boundary) are, so their
complexity is proportional to their length. And one of the parts has length at
least half of the original length, so we still have a complexity bound, just the
constant is twice smaller.

This finishes the proof of Theorem 2. �

4 Robust tile set that enforces complex tilings

We want to construct a “robustified” tile set such that any tiling with “sparse
enough” errors or holes can be patched (by changing a small fraction of tiles). It
does not matter much whether we speak about errors (places where two neighbor
tiles do not match) or holes (places without tiles). Indeed, we can convert a tiling
error into a hole by deleting one of the two non-matching tiles and convert a
hole into a small number of errors by placing an arbitrary tile there.

In this section we present the main result of our paper.
Let E be a subset of Z2 and let τ be a tile set.

Definition 1. A (τ, E)-tiling is a mapping

T : (Z2 \ E)→ τ

10



such that for every two neighbor cells x, y ∈ Z2 \E, the tiles T (x) and and T (y)
match.

In other terms, T is a τ -tiling of the complement of E.
We assume that a set of errors E is chosen at random, according to the

Bernoulli distribution Bε: every point in Z2 belongs to E with some probability
ε > 0; the random choices at different points are done independently.

Theorem 4. There exist a tile set τ and constants c1, c2 > 0 with the following
properties:

(1) a τ -tiling of Z2 exists;
(2) for every τ -tiling T of the plane, every N×N -square in T has Kolmogorov

complexity at least c1N − C2;
(3) for all sufficiently small ε for almost every (with respect to the Bernoulli

distribution Bε) subset E ⊂ Z2 every (τ, E)-tiling is at most 1/10 Besicovitch-
apart from some τ -tiling of the entire plane Z2;

(4) for all sufficiently small ε for almost every (with respect to Bε) subset
E ⊂ Z2 and every (τ, E)-tiling T , Kolmogorov complexity of centered frames of
T of size n× n is Ω(n).

Note that in (4) we speak about complexity of squares with “holes” under-
stood as the minimal complexity for all possible ways to fill the holes. Note also
that we cannot claim that every n × n square has high complexity since this
square can be completely isolated from the rest of the tiling by elements of E
and therefore can be simple: lexicographically first tiling of the n×n square has
complexity O(log n).

This is the main result of our paper. Its proof is based on a generalization of
the construction from Section 3. Here we outline the plan of the proof:

– bi-islands (probabilistic part): we prove that with probability 1 random
errors can be split into isolated ‘doubled islands’ of different rank (an n-level
doubled island, or a bi-island, consists of two sets of diameter O(Q2.5n

) and
is isolated from other bi-islands of the same rank). This construction slightly
improves the technique used in [5] (the general idea of splitting a random
sparse set in ranked ‘islands’ goes back to [7]).

– robustification (combinatorial part): we embed into the primary struc-
ture of a self-similar tiling (with variable zoom factors) some redundancy,
so that every single isolated island (and even a bi-island) of errors can be
patched. The patching procedure involves correction of the tiling only in a
small neighborhood of the island (bi-island). So we can sequentially ‘patch’
all errors, starting from bi-islands of low rank.

– checksums (error-correction trick): high level macro-tiles calculate some
checksums for the bits in their ‘subconscious’ and communicate them to their
neighbors. This guarantees that most macro-tiles on all levels have coherent
bits in their subconscious, even if there are sparse errors.

– patching errors (join everything together): we check that with prob-
ability 1, for a randomly chosen set of errors E every tiling of Z2 \ E can
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be converted into a (close enough) tiling of the entire plane. Composing this
fact with the proof from Section 3 we get the theorem.

The full proof of this theorem is rather technical, and exceeds the conference
paper limits.
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